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A B S T R A C T   

It is generally believed that both barotropic and baroclinic instabilities may account for the tropical instability 
wave (TIW) variabilities in the equatorial Pacific Ocean. However, the coupling mechanisms between the two 
different meridional TIW modes, i.e., the Yanai-mode at the equator and the Rossby-mode around 5◦N, and the 
associated vertical connections, are yet to be clarified. This is done here using a recently developed multiscale 
decomposition tool, multiscale window transform (MWT), and the MWT-based theory of canonical transfer and 
TIW-scale eddy kinetic energy (EKE) budget analysis, based on the (1/12.5)∘ HYCOM reanalysis data. In the 
subsurface layer (30–200 m), barotropic instability is the primary energy source for the Yanai-mode TIWs, while 
baroclinic instability dominates the EKE generation of the Rossby-mode TIWs. In contrast, the two TIW modes in 
the surface layer (0–30 m) are largely modulated by nonlocal mechanisms through pressure work, which 
functions to transport EKE upward from the subsurface to the surface layer, and southward from the Rossby- 
mode region to the Yanai-mode region. The pressure fluxes substantially couple the two TIW modes in both 
the meridional and vertical directions, leading to significant coherence between EKE in different vertical layers 
and regions of the TIWs. In addition, the prevailing vertical pressure flux identified north of the equator explains 
why the EKE signal is more vertically coherent in the Rossby-mode region than the Yanai-mode region. This 
nonlocal energy pathway, as well as the well-known instability processes, undergoes strong seasonal variations 
that determine the seasonal cycles of the TIWs in the equatorial Pacific Ocean.   

1. Introduction 

Tropical Instability Waves (TIWs) are the dominant mesoscale vari
ability in the eastern equatorial Pacific Ocean. In satellite images, TIWs 
are visible as westward propagating wave trains with well-organized, 
cusp-shaped anti-cyclonic structures riding on the sea surface tempera
ture (SST) fronts of the equatorial cold tongue (Legeckis 1977). TIWs 
propagate with a phase velocity of about 0.5 m/s and a wavelength of 
1000–2000 km (Legeckis 1977; Philander 1978; Weisberg and Wein
gartner 1988; Qiao and Weisberg 1995; Chelton and Coauthors, 2001; 
Contreras 2002). They can induce 1–2 ◦C perturbation of SST and 
intense heat flux in the upper ocean, which may modulate the asym
metry of the El Niño–Southern Oscillation (ENSO) (Vialard et al., 2001; 
An 2008; Kimoto and Imada 2012; Holmes and Thomas 2016; Xue et al., 

2020). 
TIWs have been suggested to be categorized into two modes. The first 

mode is characterized by strong variability of meridional velocity with 
periods of around 17.5 days near the equator, resembling the Yanai 
waves and inducing northeast-southwest velocity oscillations centered 
at the equator (Halpern et al., 1988; Bryden and Brady 1989; Qiao and 
Weisberg 1995; Lyman et al., 2007; Liu et al., 2019b). The second mode, 
which is centered at ∼ 5◦N, has periods of around 33 days and is char
acterized by anticyclonic vortices known as Tropical Instability Vortices 
(TIVs) with warm edges along the equator and cold cusps to the north. 
The 33-day TIWs resemble Rossby waves, inducing northwest
–southeastward velocity oscillations around 5◦N (Flament et al., 1996; 
Kennan and Flament 2000; Lyman et al., 2007; Wang et al., 2020). For 
simplicity, the two dominant TIW modes occurring in these two distinct 
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regions are respectively referred to as Yanai-mode and Rossby-mode in 
this study. 

A rich literature exists addressing the generation mechanisms of the 
TIWs. It is generally believed that TIWs are generated by mixed baro
tropic and baroclinic instabilities. Strong meridional velocity shear be
tween the northern branch of the South Equatorial Current (SEC), the 
North Equatorial Countercurrent (NECC), and the Equatorial Under
current (EUC) provides favorable conditions for barotropic instability 
that trigger the TIWs (Philander 1976, 1978; Cox 1980; Luther and 
Johnson 1990; Qiao and Weisberg 1995, 1998; Wang et al., 2020). 
Regarding the baroclinic instability mechanism, the equatorial SST front 
has been suggested to form another important energy source for the 
TIWs through the conversion of available potential energy (APE), 
especially north of the equator (Cox 1980; Luther and Johnson 1990; Yu 
et al., 1995; Masina et al., 1999). A recent analysis of numerical simu
lation by Wang et al. (2017) also suggested that the energy released by 
the two instabilities has an almost equal contribution to the generation 
of TIW EKE. Although much work has been done to understand the 
general mechanisms of TIWs, the dynamical differences between the two 
different meridional modes, i.e., the Yanai-mode and the Rossby-mode 
TIWs, are not fully understood. Wang et al. (2020) examined the en
ergy sources of the two TIW modes and concluded that both the 
Yanai-mode and the Rossby-mode TIWs are primarily generated by 
barotropic instability. However, their study only considered the surface 
layer (0–30 m), without considering the subsurface layer (~30–200 m) 
in which the two TIW modes still have strong signals. In addition to 
instability processes, nonlocal energy fluxes have also been found to 
contribute significantly to the regional EKE budget during the gener
ating and growing processes of TIWs (Luther and Johnson 1990; Masina 
et al., 1999; Holmes and Thomas 2016). Masina et al. (1999) first noted 
that there exists significant energy radiation from the north of the 
equator to the south of the equator by pressure work. Up to now, the role 
of nonlocal processes such as advection and pressure work in deter
mining the spatial patterns of TIW EKE and coupling of the meridional 
TIW modes, is still unclear. This makes our first motivation for the 
present study. 

Another motivation concerns the vertical structure of TIWs, which 
has attracted less attention so far. TIWs are generally considered surface- 
intensified waves (Lyman et al., 2007). However, observations have 
shown the existence of subsurface-intensified (peaking at 70–90 m) 
TIWs in the equatorial Pacific (Liu et al., 2019a) as well as in the Atlantic 
(Specht et al., 2021). Halpern et al. (1988) discovered that forced by 
local wind stress, meridional velocity is maximized in the surface 
(subsurface) layer during the northward (southward) phase of TIWs in 
the Atlantic. With similar seasonally-varying wind stress (cf., Wang 
et al., 2017), this phenomenon could also occur in TIWs in the Pacific. 
All these phenomena imply complex vertical structures of TIWs. A nat
ural question is whether there exists a connection between the surface 
and subsurface TIWs. And, if so, what is the underlying mechanism for 
establishing the connection? 

To address the above issues, in the following we first briefly intro
duce a newly developed functional analysis tool, namely, the multiscale 
window transform (MWT) and the MWT-based localized multiscale 
energetics analysis and canonical transfer theory (Liang 2016) in section 
2, and then the data used for this study (section 3). In Section 4.1, based 
on the KE spectra in the equatorial Pacific, we decompose the original 
fields into three scale windows. The three-dimensional structure of the 
TIW-scale EKE is analyzed in section 4.2. We examine the time and zonal 
mean TIW-scale KE budget in section 4.3, and then further quantify the 
spatial coupling of the energetics among different TIW-mode regions 
and vertical layers in section 4.4. Moreover, the seasonality of the en
ergy pathway is examined in section 4.5. The whole study is summarized 
in section 5. 

2. Methodology 

2.1. Multiscale window transform 

When studying the multiscale energetics for time-varying and 
nonstationary processes, many researchers use filters to perform scale 
decomposition and then take the square of the filtered field as the cor
responding local multiscale energy. Take the example which has been 
used in many previous studies for illustration (e.g., Xu and Liang 2020; 
Yang et al., 2021b), a velocity field u(t) can be filtered into two parts: 

u(t) = u′

(t) + u(t), (1)  

where u′

(t) denotes the eddy part and u(t) the background part. A nat
ural question is what is the energy of the two filtered parts? A common 
practice is simply to take the square of the filtered field (up to some 
constant factor) as the energy of the corresponding filtered part. This is, 
unfortunately, incorrect because [u(t)]2 = [u(t) ]2 + [u’(t)]2, i.e., the total 
energy is not conserved. In fact, multiscale energy is a concept in phase 
space (e.g., Fourier space); it is related to physical space through Par
seval’s theorem (Liang 2016). To systematically address this problem, 
Liang and Anderson (2007) developed the multiscale window transform 
(MWT). They realized that for a class of specially devised orthogonal 
filters, just as in the Fourier transform and the inverse Fourier transform, 
there exists a transform-reconstruction pair. This pair is MWT and its 
counterpart, Multiscale Window Reconstruction (MWR). MWR func
tions like a traditional filter, while MWT gives coefficients that are 
essential to represent the energy of the filtered field. Note that tradi
tional filters do not yield coefficients. MWT can split a function space 
into a direct sum of several mutually orthogonal subspaces (hereafter 
referred to as scale window ϖ, window ϖ for brevity), each with an 
exclusive range of time scales. In this study, we define three scale win
dows, namely, a low-frequency background flow window (denoted by 
ϖ = 0, with periods longer than 48 days), a TIW window (ϖ = 1, with 
periods between 12 and 48 days), and a high-frequency window (ϖ = 2, 
with periods shorter than 12 days). The reason for the frequency ranges 
of windows will be explained in section 4.1. For each MWR of a time 
series u(t), denoted by u∼ϖ(t), the application of MWT to u(t) will yield a 

time series of MWT coefficients, denoted by û∼ϖ
n , where (̂⋅)

∼ϖ
n denotes 

MWT on window ϖ at sampling time step n. For two processes on 
distinct scale windows as shown in Eq. (1), the energy on each window is 

proportional to the square of the MWT coefficients, i.e., (û∼0
n )

2 
and 

(û∼1
n )

2
. 

Within the MWT framework, the kinetic energy (KE) Kϖ
n and the 

available potential energy (APE) Aϖ
n on window ϖ can be expressed as 

Kϖ
n =

1
2
ρ0 û∼ϖ

h,n ⋅û∼ϖ
h,n , (2)  

and 

Aϖ
n =

C
2
(

ρ̂∼ϖ
n

)2
, (3)  

where uh,n is the horizontal velocity, ρ0 = 1 025 kg m− 3 the constant 
reference density, ρn the density perturbation after subtracting a refer
ence density profile ρ(z) (time and area mean at each depth) from the 

original density field, and the factor C =
g2

ρ0
2N2 (N =

̅̅̅̅̅̅̅̅̅̅̅̅

−
g

ρ0

∂ρ
∂z

√

; g =

9.8 m s− 2) is introduced for convenience. Note that the APE in Eq. (3) is 
defined under the classical quasi-geostrophic approximation framework 
(Pedlosky 1979; Oort et al., 1989). For notational brevity, the subscript n 
will be omitted henceforth. 
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2.2. Localized multiscale energetics analysis 

From the primitive equations and Eq. (2), Liang (2016) derived the 
time evolution equation for Kϖ as follows (for detailed derivation, refer 
to Liang, 2016): 

∂Kϖ

∂t
=

{
− ∇⋅

[ρ0

2
(ûuh )

∼ϖ ⋅ûh
∼ϖ

]}

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟
− ∇⋅Qϖ

K

+ [ − ∇⋅(û∼ϖ ⋅p̂∼ϖ
)]

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟
− ∇⋅Qϖ

P

+( − gρ̂∼ϖŵ∼ϖ)
⏟̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅ ⏟

− bϖ

+
ρ0

2
[( ˆuuh)

∼ϖ
: ∇ûh

∼ϖ
− ∇⋅( ˆuuh)

∼ϖ ⋅ûh
∼ϖ

]
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

Γϖ
k

+Fϖ
K
,

(4)  

where u = (u, v,w) is velocity, p pressure, and the colon : represents the 
double-dot product of two dyads. This equation indicates that the local 
tendency of Kϖ on window ϖ is controlled by the multiple energetic 
processes on the right-hand side of the equation: − ∇⋅Qϖ

K is the conver
gence of the Kϖ flux, representing the nonlocal transport (i.e., advec
tion) of Kϖ ; − ∇⋅Qϖ

P denoting the pressure flux convergence (or pressure 
work) is another nonlocal energy transport process; − bϖ is the buoyancy 
conversion, representing conversion from Aϖ to Kϖ when it is positive; 
Γϖ

K is the transfer of KE to window ϖ from other windows, representing 
the KE redistribution across different scales. 

Similarly, the time evolution equation for the Aϖ can be obtained 
from the primitive equations and Eq. (3): 

∂Aϖ

∂t
=

{

− ∇⋅
[

C
2

ρ̂∼ϖ
(ûρ)∼ϖ

]}

⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅ ⏟
− ∇⋅Qϖ

A

+
C
2
[(ûρ)∼ϖ ⋅∇ρ̂∼ϖ

− ρ̂∼ϖ
∇⋅(ûρ)∼ϖ

]
⏟̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅⏟

Γϖ
A

− ( − gρ̂∼ϖŵ∼ϖ)
⏟̅̅̅̅̅̅̅̅̅̅ ⏞⏞̅̅̅̅̅̅̅̅̅̅ ⏟

− bϖ

+Fϖ
A
.

(5)  

Similar to Eq. (4), this equation indicates that the local tendency of Aϖ is 
controlled by the following processes: − ∇⋅Qϖ

A is the convergence of the 
Aϖ flux, representing the spatial transport of Aϖ ; − bϖ is the buoyancy 
conversion; Γϖ

A is the transfer of APE from other windows to window ϖ. 
The residual terms Fϖ

K and Fϖ
A include all the external forcings, friction, 

and unresolved subgrid-scale processes. 
The cross-scale transfers (i.e., Γϖ

K and Γϖ
A ) satisfy the following 

conservation law, as rigorously proved by Liang (2016): 
∑

n

∑

ϖ
Γϖ

n = 0, (6)  

which indicates that the cross-scale transfer adds up to 0 after summing 
over all the sampling time steps n and windows ϖ, suggesting that the 
cross-scale transfers neither consume nor produce energy; i.e., they only 
redistribute energy in the phase (frequency) space. This seemingly 
obvious fact, however, does not hold in other traditional formalisms. Γϖ

n 
thence has been termed “canonical transfer” (Liang 2016). 

Note that Γϖ
K and Γϖ

A in Eqs. (4) and (5) are still in cumulated forms. 
They need to be further decomposed to obtain the various window- 
window interactions embedded in the three-scale window framework, 
which is called “interaction analysis”, explained in detail in Liang and 
Robinson (2005). Take the TIW window (ϖ = 1) for example. Liang and 
Robinson (2005) found that Γ1 (can be Γ1

K or Γ1
A) can be decomposed as 

Γ1 = Γ0→1 + Γ2→1 + Γ0⊕2→1 + Γ1→1. (7)  

The term Γ0→1 represents the energy transfer from window 0 to window 
1. In Eqs. (4) and (5), a positive Γ0→1

K (Γ0→1
A ) means the transfer of KE 

(APE) from the background flow window to the TIW window, which is 
proved to correspond precisely to the barotropic (baroclinic) instability 
defined in the classical Geophysical Fluid Dynamics (Liang and Ander
son, 2007). Similarly, the term Γ2→1 represents the transfer from win
dow 2 to window 1, and the corresponding KE (APE) transfer is Γ2→1

K 

(Γ2→1
A ). A negative Γ2→1

K (Γ2→1
A ) means a release of K1 (A1) to the 

high-frequency window, indicating a forward energy cascade. The 
Γ0⊕2→1 term represents the contribution from the window 0-window 2 
interaction to window 1. The last term Γ1→1 is the transfer within win
dow 1 itself. The last two terms are usually negligible. Based on Eqs. (4) 
and (5), we can quantitatively analyze the production and redistribution 
of the TIW energy in the different TIW-mode regions. The methods 
above have been applied to many realistic problems in the ocean (e.g., 
Yang et al., 2021a,b; Zhao et al., 2022) and the atmosphere (e.g., Xu and 
Liang 2020; Zhang and Liang 2021) so far. 

3. Data 

One of the difficulties in performing energetics analysis from in situ 
observations, such as the Tropical Atmosphere-Ocean (TAO) mooring 
array, is that the observational records are sparsely distributed and have 
substantial missing data, especially at the surface layers above 35 m 
(Wang et al., 2020), where the surface-trapped mode of the TIWs occurs. 
In addition, some variables such as vertical velocity and dynamic pres
sure, which are essential in calculating the full energy budget of the 
TIWs, cannot be faithfully estimated from the observed ones. For these 
reasons, outputs from the Hybrid Coordinate Ocean Model with Navy 
Coupled Ocean Data Assimilation (HYCOM + NCODA, HYCOM hence
forth) daily global reanalysis from 2000 to 2015 are used for this study. 
They are interpolated to the GLBv0.08 grid with a horizontal resolution 
of (1 /12.5)◦ between 40◦S − 40◦N, and 40 levels in the vertical (Cum
mings and Smedstad 2013). Several previous studies have used this 
dataset in studying the TIW dynamics, including Martinez et al. (2018) 
and Liu et al. (2019a), among others. Since the main part of the TIW EKE 
is concentrated in the near-surface layer (e.g., Wang et al., 2017, 2019), 
we use 23 levels of the outputs between 0 and 200 m. 

To assess the performance of HYCOM reanalysis, we use daily global 
surface current data from the Archiving, Validation, and Interpretation 
of Satellite Oceanographic Data (AVISO), merged from multiple satellite 
altimeters (Traon et al., 1998), available since 1993 on a 1/4◦ × 1/4◦

grid. We will refer to this dataset as AVISO hereafter. In addition to the 
above, the hourly velocity data at the equator and 140 ◦W from the TAO 
array also will be used (McPhaden 1995). 

4. Results 

4.1. Detection of TIW signals and scale decomposition 

Fig. 1a shows the KE power spectra at the surface averaged over the 
central and eastern equatorial Pacific (180◦ − 90◦W,8◦S − 8◦N). The KE 
spectra based on HYCOM exhibit substantial signals of multiscale pro
cesses in the central and eastern equatorial Pacific. For periods shorter 
than 6 months, the spectra are dominated by a signal of 33 days, cor
responding to the Rossby-mode TIWs, and a secondary peak around 17.5 
days, corresponding to the Yanai-mode TIWs (Lyman et al., 2007; Wang 
et al., 2020). In general, the spectra based on HYCOM agree well with 
those based on AVISO, which demonstrates that HYCOM well captures 
the observed TIW EKE in the central and eastern equatorial Pacific. Note 
that the synoptic-scale signals (<10 days) are not well captured by 
AVISO due to their coarse resolution; they are, though, captured in 
HYCOM. In addition, around the 17.5 days, KE is significantly smaller in 
the spectra of AVISO than in HYCOM, which may be related to the fact 
that the geostrophic balance does not hold within the equatorial band so 
that the satellite-based geostrophic surface currents cannot well capture 
the Yanai-mode TIWs near the equator (also found in, e.g., Tuchen et al., 
2018). 

To assess the performance of HYCOM at the equator, we compare the 
spectra of KE at (0◦,140◦W) and the depth of 10 m based on HYCOM and 
TAO (Fig. 1b). The spectra are estimated during an intensive observation 
period spanning 5 May 2002 through 18 January 2006. Although the KE 
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based on HYCOM is generally smaller than that based on TAO, both 
spectra are dominated by the signal around 17.5 days, corresponding to 
the Yanai-mode TIWs. This demonstrates that HYCOM is able to 
reasonably simulate the observed TIW EKE at the equator. 

Based on the above spectrum analysis, we set the time scale window 
for TIWs as 12–48 days, which includes both the Yanai-mode and the 
Rossby-mode. We apply MWT to decompose the original fields into three 
windows, which are referred to as the low-frequency background flow 
window (ϖ = 0, with periods longer than 48 days), the TIW window 
(ϖ = 1, with periods between 12 and 48 days), and the high-frequency 
window (ϖ = 2, with periods shorter than 12 days). 

4.2. Three-dimensional structure of the TIW-scale EKE 

Fig. 2 shows the long-term mean horizontal and vertical distributions 
of the TIW-scale EKE (K1) from the HYCOM reanalysis data, which re
veals a meridional double-peak structure. At both the depths of 0 m and 
100 m, K1 is concentrated along two zonally elongated zones which are 
170◦ − 95◦W, 2◦S − 1◦N and 170◦ − 110◦W,1◦ − 7◦N. Fig. 3 displays the 
power spectra of meridional velocity in the two zones. It can be seen that 

the meridional velocity peaks around 17.5 days in the region of 170◦ −

95◦W,2◦S − 1◦N (Fig. 3a) and 33 days in the region of 170◦ − 110◦W, 1◦

− 7◦N (Fig. 3b), consistent with previous observational studies (e.g., 
Lyman et al., 2007; Wang et al., 2020). This provides further evidence of 
the high reliability of the HYCOM simulation. In the following, we refer 
to the regions of 170◦ − 95◦W,2◦S − 1◦N and 170◦ − 110◦W, 1◦ − 7◦N 
as the Yanai-mode and Rossby-mode regions, respectively. Fig. 2c shows 
the vertical structure of K1 averaged along the 180◦ − 90◦W band. The 
surface-intensified K1 signal extends to about 180 m depth in the 
Yanai-mode region and about 120 m depth in the Rossby-mode region. It 
is worth mentioning that there exists a slight northward vertical tilting 
with depth in the K1 field in both mode regions. In the Yanai-mode re
gion, K1 is strongest at the surface of the equator and the depth of 100 m 
near 1◦N; in the Rossby-mode region, K1 maximizes at the surface of 3◦N 
and the depth of 100 m near 4◦N. In other words, the maximum centers 
of K1 move northward about 1◦ from surface to subsurface in both re
gions. These results suggest that the TIW variability has complex vertical 
structures. 

To see the vertical coherence of the TIW EKE signals, we plot the 

Fig. 1. The frequency spectra (lines) of (a) the surface KE averaged over the eastern equatorial Pacific based on AVISO (black line) and HYCOM (red line) and (b) the 
KE at (0◦,140◦W) and the depth of 10 m based on TAO (black line) and HYCOM (red line). The spectra are plotted in variance-preserving form (i.e., spectrum KE (ω) 
multiplied by frequency ω). The dashed lines denote the periods of 12, 17.5, 33, and 48 days from left to right respectively. The range of the ordinate is limited to 
0 − 10 × 104 m2d− 3 in (a) and 0 − 150 × 104 m2d− 3 in (b) to highlight the high-frequency spectra. 

Fig. 2. (a–b) Time-mean maps of the TIW EKE (K1, shadings) at (a) 0 m and (b) 100 m. The two black boxes labeled SY and SR (SubY and SubR) in (a) [(b)] refer to 
the subdomains in the text: the Yanai-mode region (170◦ − 95◦W,2◦S − 1◦N) and the Rossby-mode region (170◦ − 110◦W,1◦ − 7◦N) at the surface (subsurface) layer 
respectively. (c) Time-mean depth-latitude section of K1 (shadings) averaged over the 180◦ − 90◦W band. The SY and SR (SubY and SubR) black boxes in (c) are 
defined between 0 and 30 m (30–200 m). 
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vertical distributions of the correlation coefficients between the EKE 
time series at depth and that at the surface (Fig. 4). It can be seen that the 
correlation coefficient in the Rossby-mode region exceeds 0.93 at all 
depths (blue line in Fig. 4), suggesting a strong vertical coherence of the 
EKE variability in this region. In contrast, the vertical coherence of the 
EKE times series is weaker in the Yanai-mode region; the correlation 
drops strongly below 60 m (red line in Fig. 4). One possible reason for 
this decorrelation could be the presence and eastward propagation of 
Yanai waves below the surface layer (Ascani et al., 2015; Tuchen et al., 
2018; Körner et al., 2022). The black line in Fig. 4 shows the correlation 
between the EKE time series at each depth between the two mode re
gions. It shows that there is a strong connection between the EKE vari
ability in the two mode regions, suggesting a horizontal coherence of the 
EKE variability between the two regions. 

4.3. Time and zonal mean TIW-scale KE budget analysis 

In this section, we present the long-term mean (2000–2015) and 
zonal mean TIW-scale kinetic energy budget based on the HYCOM 
reanalysis data, in order to understand how TIWs are generated and 
coupled vertically and horizontally. For easy reference, the energy terms 
used for the following analysis and their physical meaning are summa
rized in Table 1. 

Fig. 5 shows the depth-latitude distributions of the TIW-scale energy 
budget terms that are averaged over the zonal band of 180◦ − 90◦W. We 
first examine the role of barotropic instability in governing the long- 
term mean TIW variability. Recall that a positive barotropic canonical 
transfer Γ0→1

K indicates a KE transfer from the background flow to TIWs 
via barotropic instability, whereas for a negative Γ0→1

K indicates a KE 
transfer from TIWs to the background flow. From Fig. 5a, it can be seen 
that Γ0→1

K is mostly positive in the Yanai-mode region between 0 and 
200 m and the Rossby-mode region between 0 and 90 m. The positive 
Γ0→1

K is mainly located in the meridional shear region between the NECC 
and SEC and between the EUC and SEC. This indicates that the equa
torial currents are barotropically unstable, resulting in strong KE 
transfer to TIWs from the meridionally sheared currents, consistent with 
previous studies (Philander 1976, 1978; Cox 1980; Luther and Johnson 
1990; Qiao and Weisberg 1995, 1998; Wang et al., 2020). Besides the 
dominant positive transfer, there is a negative pool of Γ0→1

K occupying 
south of the equator at the surface layer (0–40 m), indicating that the 
TIWs transfer their kinetic energy back to the background currents in 
this region. 

In the following, we examine another generation mechanism, i.e., 
baroclinic instability, to see its role in governing the long-term mean 
TIW variability. The APE stored in the background flow can be released 
to the TIW variability and subsequently converted to K1 through the 
baroclinic instability energy pathway (i.e., A0→A1→K1), in which the 
positive APE transfer matrix Γ0→1

A represents an APE transfer from the 
background flow to TIWs (A0→A1) and the positive buoyancy conver
sion − b1 represents the conversion from the TIW APE to the TIW EKE 
(A1 →K1). As revealed in Fig. 5b and c, both Γ0→1

A and − b1 feature 
overwhelmingly positive values near the equator as well as the north of 
the equator, indicating that the APE of the background flow is released 
to generate TIWs via baroclinic instability, consistent with previous 
studies (Cox 1980; Luther and Johnson 1990; Yu et al., 1995; Masina 
et al., 1999; Wang et al., 2017). It is worth noting that, within the upper 

Fig. 3. Vertical distributions of the meridional velocity energy spectra (shadings) in (a) the Yanai-mode region and (b) the Rossby-mode region. The black dashed 
lines denote the periods of 17.5 and 33 days, respectively. 

Fig. 4. EKE coherence levels as a function of depth. Red (blue) line: correlation 
between the K1 time series at depth with that at the surface for the Yanai 
(Rossby) mode region. Black line: correlation between the K1 time series in the 
Yanai-mode region with that in the Rossby-mode region. The K1 time series are 
averaged over the Yanai- and Rossby-mode regions as defined in Fig. 2. 
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30 m, there is a mismatch between the two terms: the baroclinic transfer 
Γ0→1

A is strong, while the buoyancy conversion − b1 is only of moderate 
strength. This seems to imply that a large part of A1 transferred from the 
background APE is not efficiently converted into K1 in the surface layer. 
However, the large amplitude of Γ0→1

A should be interpreted with 
caution since we adopt the quasi-geostrophic definition of APE, which 
might not be accurate enough at the ocean surface due to large density 
perturbation and weak stratification in this layer. Anyway, we can use 
the second phase of the baroclinic instability energy pathway, i.e., A1→ 
K1 (or − b1), to estimate the strength of baroclinic instability. The 
buoyancy conversion − b1 has a substantial amplitude over 1◦ − 5◦N 
between 10 m and 90 m, and a relatively weak amplitude at the surface 
and near the equator. The positive − b1 is mainly located on the equa
torial front, where the meridional density share is large. This indicates 
that baroclinic instability is an important energy source for the gener
ation of TIWs in the Rossby-mode region, while its contribution is 
moderate for the growth of the TIWs in the Yanai-mode region. It is 
worth mentioning that the barotropic and baroclinic energy productions 
of TIWs have been shown to be only maximized near the surface in the 
Equatorial Atlantic (Schuckmann et al., 2008), not at subsurface layers 
as found in the Pacific Ocean. This difference is likely to be associated 
with the different vertical extent and strength of the EUC in the two 
ocean sectors. The EUC extends much deeper with larger zonal velocity 
in the Pacific than that in the Atlantic (Compare our Figs. 5a to 10a in 
Schuckmann et al., 2008), which produces stronger horizontal shear in 
the subsurface layer of the Equatorial Pacific, and hence larger energy 
production rate through barotropic instability there. Similarly, the 
deep-reaching baroclinic energy production near 3◦N is related to the 
large meridional gradient of density there (Fig. 5c). 

The three-scale energetics framework also enables us to examine the 
interaction between TIWs and the high-frequency fluctuations. As 
introduced in section 2, when the transfer matrix Γ2→1

K is negative, it 
represents that TIWs release KE to the high-frequency fluctuations via 
the forward KE cascade. The negative values of Γ2→1

K indicate the high- 
frequency fluctuations mainly act to extract energy from the K1 reservoir 
(Fig. 5d). Note that this happens only close to the surface and that the 
magnitude of Γ2→1

K is about one order smaller than that of Γ0→1
K , sug

gesting that only a small portion of K1 close to the surface is dissipated 
through the forward energy cascade to the high-frequency fluctuations. 

The above results reveal the relative contributions of barotropic and 
baroclinic instabilities to the TIW variability in the surface and subsur
face layers of the Yanai-mode and Rossby-mode regions. In the subsur
face layer (30–200 m) of the Yanai-mode (Rossby-mode) region, we find 
that barotropic (baroclinic) instability dominates. In the surface layer 
(above 30 m) of the Rossby-mode region, both barotropic and baroclinic 
instabilities are important energy sources for the TIW variability. It is 
interesting to note that in the surface layer of the Yanai-mode region, 
especially south of the equator, there exists a pool of negative canonical 
barotropic transfer, suggesting that TIWs lose their K1 here to the 
background flow. Meanwhile, the energy released by baroclinic 

instability is quite low. This suggests that instability processes alone 
cannot explain the TIW dynamics in the surface layer of the Yanai-mode 
region, in which substantial amplitudes of EKE is observed (Fig. 2c). 

We therefore look at the nonlocal processes which are presented as −
∇⋅Q1

P and − ∇⋅Q1
K in the K1 budget equation. − ∇⋅Q1

P is the dominant 
nonlocal term which is further decomposed into its horizontal ( −
∇h⋅Q1

P) and vertical ( − ∇z⋅Q1
P) components since the vertical compo

nent has been recently reported to be important to couple the eddy 
energetics in the vertical direction (e.g., Yang et al., 2021a). The − ∇z⋅Q1

P 
maximizes in the Rossby-mode region and exhibits a distinct dipolar 
structure in the vertical plane (Fig. 5e), positive in the surface layer 
(above ~30 m) and negative in the subsurface layer (below 30 m). To 
see how this process redistributes energy in the vertical direction, we 
additionally draw in Fig. 5e the vertical component of pressure flux Q1

P,z 

as arrows. Clearly, Q1
P,z is dominantly upward over 1◦ − 4◦N, which leads 

to the convergence near the surface and the divergence between 30 m 
and 125 m, corresponding to the positive and the negative pattern of −
∇z⋅Q1

P as shown in Fig. 5e. Further north (5◦ − 7◦N), Q1
P,z is weakly 

downward from the surface to the depth of 100 m. Regarding the hor
izontal pressure work, there is an array of alternating positive and 
negative − ∇h⋅Q1

P patches in the horizontal direction (Fig. 5f). Particu
larly, − ∇h⋅Q1

P maximizes in the upper 60-m depth, with positive values 
in the Yanai-mode region and negative values in the Rossby-mode re
gion, indicating that − ∇h⋅Q1

P serves as a source (sink) of EKE in the 
Yanai-mode (Rossby-mode) region in the upper 60 m. From the hori
zontal vectors of Q1

P,y, one can see that there exists a strong southward 
energy flux from the Rossby-mode region to the Yanai-mode region in 
the surface layer. In addition, Q1

P,y is weakly northward from the south of 
1◦S to the equator in the upper 30-m depth and from 5◦N to the north of 
6◦N between 30 m and 90 m. The advection term − ∇⋅Q1

K also acts to 
redistribute K1 but has a weaker amplitude than the pressure work 
(Fig. 5g). − ∇⋅Q1

K is positive south of 1◦S and north of 4◦N, and negative 
at the equator and over 1◦ − 3◦N, indicating that K1 is mainly advected 
from the core region of TIWs to its surrounding regions. 

The residue term F1
K exhibits large negative values (Fig. 5h). Since F1

K 
is treated as a residue term that includes all forcing and dissipation 
processes, it is not possible to distinguish which process is responsible 
for the K1 sink at this stage. We conjecture that the surface intensified 
negative F1

K could be a result of EKE damping by wind stress since a 
number of previous studies have suggested that surface wind stress tends 
to damp the activity of TIWs (e.g., Pezzi et al., 2004; Seo et al., 2007; 
Zhang 2014). In the interior ocean, F1

K is also a major sink of the TIW 
EKE, possibly through internal turbulent dissipation. An exception is the 
subsurface layer of the Rossby-mode region, where the dominant EKE 
sink is due to outward energy flux by horizontal as well as vertical 
pressure work. 

The TIW-scale EKE budget analysis presented above highlights the 
nonlocal pressure work process in determining the spatial pattern of the 

Table 1 
Physical meaning of the energy terms used for analysis.  

Symbol Meaning 

K1 TIW-scale Eddy Kinetic Energy (TIW EKE) 
A1 TIW-scale Available Potential Energy (TIW APE) 
Γ0→1

K Canonical transfer of KE from the background flow to TIWs 
Γ2→1

K Canonical transfer of KE from the high-frequency fluctuations to TIWs 
Γ0→1

A Canonical transfer of APE from the background flow to TIWs 
− b1 Buoyancy conversion from TIW APE to TIW EKE 
− ∇⋅Q1

K Advective TIW EKE spatial transport 
− ∇h⋅Q1

P Horizontal pressure work 
− ∇z⋅Q1

P Vertical pressure work 
F1

K Residue terms of the TIW EKE budget equation including forcing and dissipation processes  
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EKE in the equatorial Pacific. The collocation of negative − ∇z⋅Q1
P and 

positive − b1 in the subsurface layer over 1◦ − 4◦N indicates that the EKE 
is generated via baroclinic instability in the subsurface layer of the 
Rossby-mode region and then is transported upward to the surface layer 
by pressure work. The accumulated EKE in the surface layer of the 
Rossby-mode region due to combined contributions from mixed 
barotropic-baroclinic instabilities and upward energy flux is further 
transported toward the surface layer of the Yanai-mode region, where 
instability processes are relatively weak. This energy pathway, which 
has never been documented before, is essential to bridge the energetics 

of TIWs horizontally as well as vertically. This coupling mechanism also 
helps to explain why the Rossby-mode TIWs have a higher vertical 
coherence between the surface and subsurface layers than the Yanai- 
mode TIWs (Fig. 4). 

4.4. Quantification of the spatial energetic coupling among different TIW- 
mode regions and vertical layers 

According to the vertical structure of − ∇z⋅Q1
P, we divide the water 

column into two vertical layers, namely, the surface layer (0–30 m) and 

Fig. 5. Time-mean depth-latitude sections of the energy terms (shadings). Refer to Table 1 for the meaning of each energy term. Superimposed vectors in (e) and (f) 
are the meridional component of pressure flux (Q1

P,y) and the vertical component of pressure flux (Q1
P,z), respectively. Zonal velocity [purple contours, solid (dashed) 

contours indicating westward (eastward) velocity, 10− 2 m s− 1] and density (purple contours, kg m− 3) are superimposed in (a) and (c), respectively. K1 (black con
tours) is superimposed on all panels. 
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the subsurface layer (30–200 m), and present a quantitative description 
of the coupling of the TIW variability in the vertical and meridional 
directions. For convenience, we introduce four subdomains: the surface 
layer of the Yanai-mode region (SY), the subsurface layer of the Yanai- 
mode region (SubY), the surface layer of the Rossby-mode region (SR), 
and the subsurface layer of the Rossby-mode region (SubR). Refer to 
Fig. 2 for the extent of the subdomains. Fig. 6 shows the schematic di
agram of the energy pathways in terms of volume-integrated TIW energy 
budgets for the four subdomains. It is found that instability processes 
play the leading role in generating EKE in the subsurface layer. How
ever, the dominant instability differs in the two TIW-mode regions. The 
barotropic instability pathway (i.e., K0→K1) is the dominant EKE gen
eration mechanism in SubY, accounting for 61% of the total K1 sources, 
while this pathway is the secondary in SubR, accounting for 38% of the 
total K1 sources. In contrast, the baroclinic instability pathway (i.e., 
A0→A1 →K1) dominates the EKE generation in SubR, accounting for 
62% of the total K1 sources, while it is the secondary in SubY, accounting 
for 23% of the total K1 sources. 

Different from the subsurface layer, the nonlocal mechanism fulfilled 
by pressure work is prominent in the surface layer. Strong southward 
(upward) energy flux facilitated by pressure work is observed in SY (SR), 
accounting for 49% (40%) of the total K1 sources. Besides, northward 
(14%) and upward (18%) energy fluxes are energy sources in SY as well. 
In contrast, instability mechanisms play a secondary role in this layer, 
especially in SY, where the two instabilities contribute about 17% of the 
total K1 sources. In SR, instabilities are more important. Here, upward 
pressure flux, barotropic energy transfer, and baroclinic energy transfer 
are the three dominant sources of K1 in this subdomain, respectively 
accounting for 40%, 36%, and 22% of the total K1 sources. 

With regard to the EKE sinks, turbulent viscous stress processes (F1
K) 

dominate the EKE sinks in SY, SubY, and SR, accounting for 93%, 72%, 
and 58% of the total K1 sinks, respectively. Different from these three 
subdomains, outward (southward, northward, and upward) pressure 
flux is the dominant sink of K1 in SubR, accounting for 70% of the total 
K1 sinks. In SR, southward and northward pressure work plays a sec
ondary role in damping K1, accounting for 34% of the total K1 sinks. The 
northward pressure flux in SR and SubR may reflect the poleward ra
diation of Rossby waves (Flament et al., 1996; Flament et al., 1996). In 
SubY, upward pressure work plays a secondary role in damping K1, 
accounting for 11% of the total K1 sinks. From a perspective of volume 
integral of the whole central and eastern equatorial Pacific (0–200 m, 

180◦ − 90◦W; 8◦S − 8◦N), F1
K is the dominant EKE dissipation mecha

nism, while Γ2→1
K , − ∇⋅Q1

P, and − ∇⋅Q1
K make a minor contribution, ac

counting for 85%, 6%, 5%, and 4% of the total K1 sinks, respectively. 
This suggests that only a small amount of TIW-scale EKE is transported 
out of the considered domain. 

It should also be noted that from the perspective of volume integral 
of the whole central and eastern equatorial Pacific, baroclinic and bar
otropic instabilities are indeed the two dominant EKE generation 
mechanisms, accounting for 51% and 49% of the total K1 sources, 
respectively. This result is generally in agreement with previous studies 
(e.g., Yu et al., 1995; Masina et al., 1999; Wang et al., 2020). However, 
we stress in this study that the dominant energy pathway could be quite 
different when different TIW-mode regions and different vertical layers 
are considered. We further find that the region-dependent TIW ener
getics in the equatorial Pacific are closely connected through nonlocal 
energy transports mainly facilitated by pressure work in both horizontal 
as well as vertical directions. In particular, we find that the large EKE 
level in SY is not instability driven as suggested in previous studies (e.g., 
Cox 1980; Luther and Johnson 1990; Qiao and Weisberg 1998; Wang 
et al., 2020). The EKE budget in this subdomain is significantly nonlocal 
through horizontal energy flux from SR. Such a nonlocal energy 
pathway has not been identified in previous studies. 

4.5. Seasonality of the energy pathway 

In the above subsection, we have provided a detailed description of 
the different K1 sources (sinks) in the different subdomains from a long- 
term mean point of view. In this section, we further examine the sea
sonality of K1 and its relevant energetics terms, thanks to the temporal 
localization feature of MWT. Fig. 7 depicts the annual cycles of the 
dominant TIW energetics terms (colored lines) together with K1 (black 
lines) in the four subdomains. It can be seen that K1 exhibits analogous 
seasonal variation in the four subdomains, which minimizes in April- 
May, increases dramatically in June-August, maximizes in September, 
remains high in October-January, and decreases in February-March, in 
agreement with previous studies (e.g., Legeckis 1977; Wyrtki 1978). 
Consistent with the time-mean results, the dominant energy source term 
in SubY is Γ0→1

K which exhibits an annual cycle in phase with K1 

(Fig. 7c), suggesting that the seasonal K1 is modulated by barotropic 
instability in this subdomain. In SubR, both Γ0→1

K and − b1 reveal a clear 
seasonal cycle that resembles that of K1 (Fig. 7d), indicating that the 

Fig. 6. Schematic of the TIW energetics in the equatorial Pacific Ocean. Percentages mean the contributions to the TIW EKE from respective sources (in red font; 
represented by red arrows) and sinks (in blue font; represented by blue arrows). HKE and KEADV are omitted in the SubR subdomain since their contribution 
percentages are below 1%. 
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Fig. 7. Climatological annual cycles of K1 (black lines; m3s− 2) and the energy terms (color lines; × 10− 6 m3s− 3) horizontally averaged over (a) the SY, (b) SR, (c) 
SubY, (d) SubR subdomains. Refer to Table 1 for the meaning of each energy term. The terms are all vertically integrated from surface to 30 m for (a–b) and from 30 
m to 200 m for (c–d). The error bars indicate the 90% confidence band. 

Fig. 8. Seasonal depth-integrated pressure work ( − ∇⋅Q1
P, shadings) and the TIW EKE (K1, contours; 10− 1m3s− 2) for (a) the surface layer averaged between 2◦S −

1◦N and (b) the subsurface layer averaged between 1◦ − 7◦N. The data have been spatially smoothed by a moving average filter with a horizontal window of 11 by 11 
grid points (2.75◦ × 2.75◦). 
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seasonal K1 is modulated by mixed barotropic and baroclinic in
stabilities in this subdomain. Note that − b1 is significantly larger in 
magnitude than Γ0→1

K during October and December-March (Fig. 7d), 
suggesting that baroclinic instability dominates K1 production during 
this period. This explains the dominance of the baroclinic pathway 
revealed previously in the time-mean sense (Fig. 6). These results are 
consistent with Wang et al. (2017) whose work indicates that, from June 
to December, the development of southerly winds deepens the ther
mocline trough in the equatorial Pacific, which allows the equatorial 
currents to strengthen and become more barotropically-baroclinically 
unstable. 

In contrast to the subsurface layer, the seasonal cycle of the K1 in SY 
is primarily modulated by − ∇h⋅Q1

P (Fig. 7a), while that in SR is 
controlled by the seasonally varying − ∇z⋅Q1

P, Γ0→1
K , and − b1 (Fig. 7b). 

The horizontally inwardly advected energy (positive − ∇h⋅Q1
P) in SY is 

associated with strong outwardly advected energy (negative − ∇h⋅Q1
P) 

in SR (see the out-of-phase relation between − ∇h⋅Q1
P and K1 in Fig. 7b). 

Similarly, the seasonal variation of the vertically inwardly advected 
energy (positive − ∇z⋅Q1

P) in SR is anti-correlated with that of the 
outwardly advected energy (negative − ∇z⋅Q1

P) in SubR. In addition, a 
negative correlation is found between the seasonal time series of − ∇h⋅ 
Q1

P and K1 in SubR, indicating that − ∇h⋅Q1
P is also a major sink of K1 in 

SubR and partly contributes to the K1 seasonality in SubY. Fig. 8 further 
shows the Hovmöller diagram of the evolution of − ∇⋅Q1

P (the sum of −
∇h⋅Q1

P and − ∇z⋅Q1
P), together with the total TIW EKE (K1). It can be 

seen that the seasonal variation of − ∇⋅Q1
P exhibit simultaneously posi

tive (negative) relations with the seasonal K1 in SY (SubR). This strong 
spatial and seasonal correlation confirms that the nonlocal energy 
pathway fulfilled by pressure work is the major seasonal K1 generation 
(damping) mechanism in SY (SubR). In SubR, the simultaneous corre
lation coefficients between the 15-year time series of − ∇z⋅Q1

P and −
∇h⋅Q1

P, and K1 are − 0.89 and − 0.82, respectively. In SR, the correlation 
coefficient between − ∇h⋅Q1

P and K1 is − 0.81. These results suggest that 
the strength of TIW EKE modulates the strength of the outward energy 
transportation. 

In addition to the seasonal variation, the TIWs also vary on the 
interannual time scale (Contreras 2002), which can be readily seen in 
the standard error bars in Fig. 7. The envelope of K1 is significantly 
wider in the high-level months (i.e., August-January) than the low-level 
months, suggesting that the TIWs exhibits strong interannual variability 
during their active season. We also find that the primary energy sources 
for K1 in the four subdomains, i.e., − ∇h⋅Q1

P in SY, − ∇z⋅Q1
P and Γ0→1

K in 
SR, − b1 in SubY, and Γ0→1

K and − b1 in SubR, also undergo interannual 
modulations, especially during the high-level period (Fig. 7). Overall, 
the seasonal cycles of these dominant processes are statistically signifi
cant due to the relatively small standard errors, suggesting that our re
sults are robust. The dynamics of TIW variability on the interannual time 
scale is certainly an interesting topic, which is beyond the scope of this 
study. Recently, Yang and Liang, 2019 found that the downscale ca
nonical barotropic transfer determines the interannual modulation of 
the high-frequency EKE in the Equatorial Pacific, which tends to in
crease (decrease) during La Niña (El Niño) years. 

5. Conclusions 

Using the (1/12.5)◦ HYCOM reanalysis data, a recently developed 
functional apparatus, multiscale window transform (MWT), the MWT- 
based canonical transfer theory and localized multiscale energetics 
analysis have been employed to investigate the energy sources of the 
two distinct TIW modes in the equatorial Pacific, i.e., the Yanai- and 
Rossby-mode TIWs. MWT was first used to decompose the multiscale 
equatorial Pacific current system into three orthogonal temporal scale 
windows, namely, a background flow window (periods >48 days), a 

TIW window (periods of 12–48 days), and a high-frequency window 
(periods <12 days). Two latitude bands (2◦S-1◦N and 1–7◦N) of high 
TIW-scale EKE levels are identified, which are respectively corre
sponding to the preferred regions for the development of the Yanai- 
mode and Rossby-mode TIWs as reported in previous studies (Halpern 
et al., 1988; Qiao and Weisberg 1995; Lyman et al., 2007). To further 
differentiate the vertical dynamics, we split the upper water column 
(0–200 m) into a surface layer (0–30 m) and a subsurface layer (30–200 
m). To this end, four individual subdomains, i.e., the surface of the 
Yanai-mode region (SY), the subsurface of the Yanai-mode region 
(SubY), the surface of the Rossby-mode region (SR), and the subsurface 
of the Rossby-mode region (SubR) are introduced. The spatio-temporal 
variations of the TIW-scale energetics in each subdomain and the 
dynamical coupling between these subdomains are examined. 

Although from a domain-integrated perspective, barotropic and 
baroclinic instabilities are the two major mechanisms in generating 
TIWs, as also shown in previous studies (e.g., Wang et al., 2017), the 
dominant factors controlling the TIW EKE in the four considered sub
domains are quite different. In the subsurface layer, instability processes 
prevail: the barotropic instability pathway is the dominant EKE gener
ation mechanism in SubY, while the baroclinic instability pathway 
dominates the EKE generation in SubR. In contrast, the nonlocal 
mechanism fulfilled by pressure work is prominent for the EKE gener
ation in the surface layer. Southward and upward energy flux facilitated 
by pressure work transports the TIW EKE meridionally to the equator 
from the north and vertically to the surface from the subsurface layer. 
Upward energy flux mainly transports the TIW EKE from SubR to SR, 
and southward energy flux mainly transports the TIW EKE from SR and 
SubR to SY and SubY. As a result, horizontal (vertical) pressure work 
serves as a source of the TIW EKE in SY (SR), while pressure work is the 
dominant sink of the TIW EKE in SubR. The southward and upward 
pressure fluxes substantially couple the Yanai-mode and Rossby-mode 
TIWs, and the subsurface and surface layers, leading to the close rela
tionship between the different layers and regions of TIWs. It is worth 
noting that the connection between the surface and subsurface layers of 
the Yanai-mode TIWs is weaker than that of the Rossby-mode TIWs due 
to the weaker vertical pressure flux between them. To our best knowl
edge, this nonlocal energy pathway has not been identified in previous 
studies. In addition, we find that the above energy pathway also holds 
for seasonal TIW evolutions. In all the four subdomains, the strength of 
TIW EKE reaches a minimum in spring and a maximum in autumn. The 
seasonal cycle of the TIW EKE in SY (SubR) is in a simultaneously pos
itive (negative) correlation with the energy transport via pressure work. 

Our results highlight the importance of nonlocal sources of the TIW 
EKE in the equatorial Pacific. Significant nonlocal energy transport is 
found to occur not only in the horizontal direction via meridional 
pressure flux as reported in previous studies (Luther and Johnson 1990; 
Masina et al., 1999), but also in the vertical direction through vertical 
pressure flux, which has been recently recognized as the dominant 
physical process in redistributing EKE among the ocean surface, interior, 
and deep layers in several ocean sectors, such as the North Atlantic (Zhai 
and Marshall 2013), Gulf of Mexico (Yang et al., 2020), Kuroshio 
Extension (Yang et al., 2021a), and South China Sea (Quan et al., 2022). 
This suggests that the nonlocality of eddy energy should be taken into 
account in eddy parameterization schemes in coarse-resolution climate 
models. 

The three-scale window energetics framework also enables us to 
investigate the mutual interaction between the TIWs and higher- 
frequency variability. The energy cascade direction between these two 
processes is generally forward, indicating that the high-frequency fluc
tuations act to dampen the TIW variability. However, this forward 
cascade is an order of magnitude smaller in comparison to the dominant 
processes in the TIW-scale energetics and thus has limited influence on 
the TIWs. The present HYCOM reanalysis resolution only allows sub
mesoscale features to be partially resolved, which could underestimate 
the influence of the high-frequency fluctuations on TIWs in this study 
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(Uchida et al., 2017). Indeed, using a high-resolution model, Marche
siello et al. (2011) have pointed out the important role played by sub
mesoscale motions in restratifying the mixed layer in TIWs. We therefore 
look forward to extending this study to more detailed submesoscale 
processes with high-resolution models. 
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