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a b s t r a c t

Orthogonal Frequency Division Multiplexing (OFDM) has drawn comprehensive attention due to its capa-
bility of achieving high data rate and high spectrum efficiency in underwater acoustic communications.
However, the widespread Doppler effect in underwater acoustic channel caused by mobile vehicles or
time varying medium can lead to significant distortion and deteriorate the demodulation performance,
thus Doppler estimation and compensation are needed for OFDM mobile communications. Generally
Doppler effect can be accurately estimated by calculating the dominant correlation-peak or cross-
ambiguity function (CAF) between received and transmitted signals. However, this type of method is
computationally intensive because of the exhausting search on the two-dimensional (2D) delay and
Doppler compression factor space, thus unsuitable for small underwater vehicles that equipped with lim-
ited computational payload. In this paper, quasi-gradient of cross-correlation is defined to derive the
cross-correlation quasi-gradient (CCQG) iterative estimation algorithm to achieve low complexity
Doppler estimation. Moreover, the smoothed quasi-gradient and variable Doppler interval are employed
to accelerate the convergence rate as well as to avoid being trapped at a local maximum. Numerical sim-
ulations and mobile communication sea trial experiments demonstrate the effectiveness and robustness
of the proposed algorithm by comparing to the conventional cross-correlation estimation, auto-
correlation estimation, block estimation and BER search estimation strategies.

� 2022 Elsevier Ltd. All rights reserved.
1. Introduction

As the main tool of underwater wireless information transmis-
sion, the underwater acoustic communication technology has been
undoubtedly expected to enable multifarious potential applica-
tions, such as marine environment monitoring, underwater
exploitation, submarine pipe network laying and maintenance, dis-
aster prevention and submarine assisted navigation [1,2,3,4,5].
Therefore, the transmission efficiency and robustness of underwa-
ter acoustic communications was emphasized due to the dramati-
cally growing demand for transmitting, storing and managing the
big maritime data [6,7,8].

The technology of Orthogonal Frequency Division Multiplexing
(OFDM) has drawn significant attention in underwater acoustic
communications due to its capability of achieving high data trans-
mission rate and high spectrum efficiency [9,10,11]. However, the
complicated characteristics of marine environment including tide,
turbulence, wave and boundary effect generate adverse underwa-
ter acoustic channel which brings significant restrictions such as
fast time-varying, severe fading, multipath, limited bandwidth
and background noise [12,13,14,15,16]. Specially, recent years
the rapidly increasing of research interests in underwater vehicles
such as autonomous underwater vehicle (AUV), unmanned under-
water vehicle (UUV) and glider, which also pose significant chal-
lenges for OFDM mobile communication at the presence of
obvious Doppler effect and limited computational payload.

Particularly, for widespread Doppler, it would cause the
destruction of orthogonality in OFDM, which may lead to signifi-
cant distortion in received signal and degrade the demodulation
performance severely [17,18]. Therefore, it is essential to estimate
and compensate Doppler accurately for achieving stable OFDM
communication performance.

Doppler effect on the received packets can be formulated as
time compression or dilation, which will result in the accumulation
of symbolic synchronization errors [19]. Therefore, especially for
mobile underwater acoustic communications with high data rate,
the Doppler estimation and compensation are needed to eliminate
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the influence of Doppler on the demodulation performance of the
receiver. Consequently, Doppler estimation becomes a key factor
in the design of underwater acoustic OFDM communication
systems.

Many Doppler estimation approaches have been utilized in
underwater acoustic communications. A typical method [20] is
that two Doppler-insensitive Linear frequency modulation (LFM)
signals are inserted to the data frame in advance, and then the cor-
relation detection is performed to acquire the variation of time dif-
ference between the first and last correlation peaks, which can be
transformed into the Doppler factor. Subsequently a modified algo-
rithm [21] based on this approach has been proposed and investi-
gated, but the estimation accuracy of these algorithms will drop
sharply at the presence of diffuse multipath propagation.

By measuring the frequency deviation of single frequency sig-
nals inserted in the data frame between the received signals and
the transmitted packets, an efficient method for Doppler estima-
tion was proposed and investigated [22]. Nevertheless, this strat-
egy will experience performance degradation when frequency
selective fading impairs the single frequency signals.

The single-branch auto-correlation (SBA) strategy has been
extensively investigated to acquire Doppler factor by evaluating
the period changes of periodic transmitted signal [23,24]. Even
though it possesses low computational complexity, it cannot be
applied to the scenarios containing acceleration. To make it more
applicable, a multi-branch auto-correlation (MBA) algorithm [25]
was proposed, which is capable of addressing underwater acoustic
channels associated with fast moving and manoeuvring vehicles.
Compared to the cross-correlation based methods, such auto-
correlation methods are more robust against multipath especially
at high SNRs [26].

In terms of the frequency calculation for Doppler estimation,
some novel mathematical methods are also introduced instead of
the classic Fourier transform, including the fractional Fourier trans-
form (FRFT) [27] and partial fast Fourier transform (P-FFT) [28]
with the purpose to improve accuracy and reduce complexity. Nev-
ertheless, the estimation accuracy of these algorithms significantly
degrades with large-scale Doppler caused by high-speed motion
between the transmitter and receiver.

A minimum bit error rate (BER) based principal for Doppler esti-
mation is investigated to transform the signal-level Doppler esti-
mation into a bit-level search [29]. Similarly, as an adaptive
version of the BER search approach, a super-resolution, yet low-
complexity algorithm based on stochastic gradient has been pro-
posed to address long multipath and severe Doppler fluctuations
[30]. Nonetheless, this type of estimation approach based on bit
error information is required to contain the demodulation process
in Doppler estimation.

Previous investigations indicated that the classic cross-
correlation estimation algorithm based on evaluating the domi-
nant correlation-peak (determined by cross-correlation function,
CCF) or cross-ambiguity function (CAF) between transmitted and
received packets is capable of achieving high estimation accuracy
[31,32]. However, as the position of maximum correlation-peak
or CAF magnitude is obtained by exhaustively searching in a
two-dimensional grid of delays and Doppler factors, massive
amounts of searching grids will lead to intensive computation
complexity.

To reduce computational complexity in cross-correlation esti-
mation strategy, a two-step approach (coarse estimation and fine
estimation) was proposed and investigated, which reduces the
number of Doppler grids and accelerates computation [33].
Nonetheless, even though the searching interval is small, it can still
result in considerable computational overhead in the fine estima-
tion stage, especially for practical hardware implementation.
2

Different from the common stochastic gradient algorithm,
stochastic quasi-gradient algorithm [34] generalizes the stochastic
approximation approach with unconstrained optimization of the
expectation of a random function to solve the general constraints
and non-differentiable, non-convex functions, thus it can be uti-
lized for such optimization problems where gradient does not exist
or function is non-convex. Due to the above advantages, it has been
generally applied to solve multifarious stochastic optimization
problems, such as dynamic traffic assignment [35], chemical
dynamics in closed systems [36] and voltage control of electricity
distribution networks [37].

A new algorithm named gradient orientation selective cross-
correlation was proposed for image matching, which indicated
the CCF near the dominant correlation-peak can be regarded as a
convex-like function when applying cross-correlation strategy for
Doppler estimation [38]. Motivated by this, in this paper we pro-
pose a novel low-complexity Doppler estimation algorithm by
transforming the cross-correlation based Doppler estimation into
a problem of stochastic quasi-gradient optimization. Specifically,
after the dominant correlation-peak area is ascertained by the con-
ventional coarse Doppler estimation, the fine Doppler search is
performed iteratively along the quasi-gradient direction. More-
over, the smoothed quasi-gradient and variable Doppler interval
are adopted to accelerate the convergence rate and avert the unac-
ceptable convergence to the local optimization. The effectiveness
and robustness of the proposed strategy are then demonstrated
by numerical simulations and sea trial experiments, compared to
the conventional cross-correlation estimation [31], auto-
correlation estimation [39,40], block estimation [20] and BER
search estimation [29] algorithms.

The contributions of this paper are listed as follows. First, by
converting the problem of Doppler searching estimation on the
two-dimensional delay and Doppler compression factor space into
that of stochastic quasi-gradient optimization, the cross-
correlation quasi-gradient (CCQG) is defined to derive a type of
iterative estimation algorithm for achieving much less complexity
Doppler estimation, thus it can be especially suitable for small
underwater vehicles which equipped with limited computational
overhead in various marine missions. Second, two constraints
including the smoothed quasi-gradient and variable Doppler inter-
val are designed for accelerating the convergence rate and reducing
the possibility of local optimization. Moreover, the impact of algo-
rithm parameters on estimation performance, the computational
complexity and convergence are evaluated in detail.

The rest of this paper is organized as follows. In Section 2, the
signal model, Doppler estimation algorithms and some constrained
conditions are introduced. The experimental results and the analy-
sis of computational complexity and convergence are suggested in
Section 3. Conclusions are summarized in Section 4.

2. Model and algorithm

2.1. Cross-correlation estimation algorithm

The transmitted signal of cyclic-prefixed (CP) OFDM blocks can
be formulated as

sðtÞ ¼ R ej2pf c t
XL=2�1

k¼�L=2

Dke
j2p k

Ts
tgðtÞ

( )
ð1Þ

where f c represents the center frequency, Dk denotes the k-th
sub-carrier symbol in the OFDM symbol, Ts is the basic OFDM sym-
bol duration, L denotes the number of sub-carriers, and gðtÞ is
defined as a rectangular window which includes the CP and one
basic OFDM symbol duration given by
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gðtÞ ¼ 1; t 2 ½�Tcp; Ts�
0; otherwise

�
ð2Þ

where Tcp denotes the length of the CP.
The underwater acoustic channel can be formulated as a time-

varying linear system with an impulse response given by

hðt; sÞ ¼
X
p

ApðtÞdðs� spðtÞÞ ð3Þ

where ApðtÞ and spðtÞ represent the time-varying amplitude
response and delay of the p-th path, respectively.

Suppose a common Doppler factor r such that spðtÞ ¼ sp � rt
and further assume the p-th amplitude response experiences slow
variation such that ApðtÞ � Ap for the duration of one OFDM block,
(3) can be rewritten as

hðt; sÞ ¼
X
p

Apdðs� sp þ rtÞ ð4Þ

Though in (3) all the paths are assumed to have a common Dop-
pler factor, in practice some paths may experience different Dop-
pler factors. To simplify the derivation, this type of different path
can be equivalently assumed as additive noise. Note that, so long
as the dominant Doppler is caused by the direct motion between
transmitter and receiver, the common Doppler factor assumption
can be applied without the loss of generality [41].

Based on the above basic premises, the received OFDM symbol
can be formulated as

r
�ðtÞ ¼ R

X
p

Apej2pf cðtþrt�spÞ½
XL=2�1

k¼�L=2

Dke
j2p k

Ts
ðtþrt�spÞgðt þ rt � spÞ�

( )

þ n
�ðtÞ

ð5Þ

where n
�ðtÞ represents the additive white Gaussian noise.

Thus, the baseband version rðtÞ of r�ðtÞ can be formulated as

rðtÞ ¼
XL=2�1

k¼�L=2

Dke
j2p k

Ts
tej2prf kt ½

X
p

Ape�j2pf ksp �gðt þ rt � spÞ
( )

þ nðtÞ ð6Þ
where nðtÞ denotes the baseband white Gaussian noise, and f k

represents the frequency of the k-th sub-carrier given by

f k ¼ f c þ k=Ts; k ¼ � L
2
;� L� 1

2
; :::;

L
2
� 1 ð7Þ

For the continuous stationary signal, its ambiguity function (AF)
can be defined as [42]

Wðs;rÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ r

p Z 1

�1
sðð1þ rÞtÞs�ðt � sÞdt ð8Þ

Moreover, the CAF can be formulated as

W�ðs;rÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
1þ r

p Z 1

�1
sðð1þ rÞtÞr�ðt � sÞdt ð9Þ

Suppose that s is set to zero, the Doppler estimation approach
utilizing the CAF should be modified as

r ¼ argmax
r2ðr1 ;r2Þ

W�ð0;rÞf g ð10Þ

where ðr1;r2Þ represents the searching range of Doppler factor.
Ultimately, the desired Doppler shift can be written as

e ¼ rf c ð11Þ
The CCF can be formulated as

jðeÞ ¼ max sðtÞ � rðtÞe�j2peð0;1;:::;Lr�1Þ=f s
�� ��� � ð12Þ
3

where Lr denotes the length of rðtÞ, f s represents the sampling
rate, and � is defined as correlation operation. Thus, the Doppler
estimation formula via the CCF can be given by

e ¼ argmax
e2ðe1 ;e2Þ

jðeÞf g ð13Þ

where ðe1; e2Þ denotes the searching range of Doppler.
From (9), (10), (12) and (13) one may notice that the cross-

correlation strategy is actually implemented in the form of multi-
ple correlators, each of which performs cross-correlation between
received signal and transmitted signal with different Doppler to
produce an associated correlation-peak. The desired Doppler can
be determined by searching the largest magnitude of correlation-
peak. However, this type of exhaustive search will lead to an extre-
mely high computational complexity when a small search interval
is used to ensure high accuracy.

2.2. The proposed CCQG algorithm

In this section, we proposed an algorithm to formulate the Dop-
pler estimation with iterative quasi-gradient optimization. Firstly
the region of dominant correlation-peak, namely the coarse
searching window of Doppler, can be initially determined by (12)
and (13). Subsequently, different from the direct search strategy
that yields high accuracy with small searching interval, the
quasi-gradient of CCF is adopted to derived a low complexity iter-
ative searching algorithm.

The quasi-gradient of CCF d is defined as

d ¼ jðeþ Def Þ � jðeÞ ð14Þ
where Def represents the fine Doppler searching interval, the

selection of which will be interpreted later. Subsequently, the Dop-
pler search can be recursively adapted by the quasi-gradient itera-
tion as

jðen þ 1Þ
e2ðeb ;eeÞ

¼ jðenÞ þ dn ð15Þ

where dn denotes the step-size of quasi-gradient iteration, and
ðeb; eeÞ is the coarse searching window of Doppler, which is deter-
mined by the conventional coarse Doppler estimation.

Similar to the classic gradient optimization scenario where a
single global optimum cannot be theoretically guaranteed, herein
the jðeÞ may convergence to a local maximum other than the glo-
bal optimum one. Therefore, we employ several constrains to avoid
this undesired result [43].

First, instead of the original quasi-gradient of CCF in (14), the
smoothed quasi-gradient is introduced to reduce the possibility
of local maximums, which is given by

d
�
n ¼ 1

k

Xn
i¼n�kþ1

di ð16Þ

where k is the length of smoothing window. Thus (15) can be
modified as

jðen þ 1Þ
e2ðeb ;eeÞ

¼ jðenÞ þ d
�
n; d

�
n � 0 ð17Þ

To accelerate the optimization, Def is designed to decrease grad-

ually according to the times of negative d
�
n during the iterations as

Def ¼
2�l; 0 	 l < M

m; l � M

�
ð18Þ

where l denotes the times of negative d
�
n in the process of opti-

mization, m represents the resolution of fine Doppler searching
interval, and M is the judgement threshold. Note that, l ¼ 0 indi-
cates that the initial Def is set to 1.
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As a result, the Doppler estimation equation via CCQG algo-
rithm can be formulated as
e
^ ¼ argmax

e2ðen�k;en�1Þ
jðeÞf g ð19Þ

where e 2 ðen � k; en � 1Þ represents the final Doppler search
window determined by (17).

From the above derivation, Doppler estimation is transformed
into the quasi-gradient iterative optimization. By adopting the
smoothed quasi-gradient and variable Doppler interval, the pro-
posed strategy is capable of achieving the trade-off between com-
putational complexity and estimation precision. Moreover, the
computational complexity and convergence of the CCQG algorithm
will be investigated and analyzed in Section 3.4. The pseudo code
of the proposed CCQG algorithm is described in Table 1.
2.3. Brief discussion about algorithm parameters

As revealed in Section 2.2, we introduce two constraints to
guarantee the convergence toward the global optimization and
thus reduce the computational complexity. Some brief discussions
about the choices of the algorithm parameters are given as follows.

The length of smoothing window: a large k can reduce the pos-
sibility of being trapped at the local maximum to solve the opti-
mization. Nevertheless, as shown in (17), a large k will increase
computational complexity and decrease the convergence rate.
Hence, the value of k should be determined to seek a trade-off.

The fine Doppler interval: the parameter Def determines the
convergence rate and estimation precision. The sequential updat-
ing of Def is derived in (18) to attain the optimum value by utiliz-
ing the times of negative smoothed quasi-gradient during the
optimization.

The resolution of fine Doppler searching interval: a small m will
increase the number of Doppler search. However, it does not guar-
antee the improvement of demodulation performance due to the
possible mismatch between bit-level demodulation and the
signal-level match of correlation [16]. As a consequence,m is deter-
mined by the trade-off between estimation precision and opti-
mization speed.
Table 1
Pseudo code of the proposed CCQG algorithm.

Initialization settings e1, e2, k,Def

(a) Updating the coarse searching window of Doppler.
Run (13) and modify the coarse searching window of Doppler as ðeb; eeÞ.

(b) Running the CCF.
Run (12) using Def .

(c) Detecting whether d
�
n is positive or negative.

Compute d
�
n ¼ 1

k

Pn
i¼n�kþ1di .

If it is greater than or equal to 0, run (d).
If it is less than 0, l ¼ lþ 1 and run (e).

(d) Updating the Doppler searching function.

Run (17) using d
�
n and go back to the Step (b).

(e) Determining and updating the fine Doppler interval.

Compute Def ¼ 2�l; 0 	 l < M
m; l � M

�
If it is greater than m, update Def and go back to the Step (b).
If it is less than m, run (f).

(f) Solving the optimum Doppler.
Run (19) with n acquired by the Step (d).

(g) Output.
Solution of ê.

4

3. Experiments and discussions

3.1. Numerical simulations

In this section, we apply numerical simulations to evaluate the
performance of the proposed algorithm, with the conventional
cross-correlation estimation, auto-correlation estimation, block
estimation as well as BER search estimation methods as a compar-
ison reference. The frame structure of the transmitted packet is
illustrated in Fig. 1, with the parameters of which provided in
Table 2. It can be observed that, while two Linear Frequency Modu-
lation (LFM) signals are inserted before and after the data frame
respectively for block estimation, a Doppler estimation signal con-
sisted of two continuous OFDM symbols is placed in the beginning
of data frame for cross-correlation estimation, auto-correlation
estimation, BER search estimation and the proposed algorithm.

The length of smoothed window k is set to 2. The coarse Doppler
searching interval Dec which can be applied to evaluate the region
of dominant correlation-peak is set to 2 Hz, and the fine Doppler
searching interval Def is set to 1 Hz corresponding to l ¼ 0 at
the initial stage. The parameter m is set to 0.01 Hz, and M is set
to 4. The detailed configurations of the simulation system are pro-
vided in Table 2.

A typical underwater multipath channel is adopted for numer-
ical simulation, incorporating direct path, surface reflected path
and surface-bottom-surface reflected path, corresponding to the
dominant coefficients associated with the magnitude of 0.76,
0.53 and 0.37 respectively [44,45]. The other coefficients are all
set to zero to generate the channel response as presented in
Fig. 2. The total multipath delay of it is 10 ms, which is consistent
with the scale of some experimental scenarios. The additive white
Gaussian noise and passband noise are employed to generate
signal-to-noise ratio (SNR) from 0 dB to 10 dB and from 6 dB to
Fig. 1. The frame structure of transmitted signal.

Table 2
Parameters of transmitted packet.

Description Value Description Value

Modulation mode DQPSK OFDM symbol duration (ms) 54.6
Center frequency (Hz) 15,500 Length of guard interval (ms) 13.65
Bandwidth (Hz) 5000 FFT points 4096
Sampling frequency (Hz) 75,000 Length of LFM signal (ms) 22.67
Number of sub-carrier 268 Length of Doppler estimation

signal (ms)
136.6

Interval of sub-carrier
(Hz)

18.3 Original communication rate
(kbps)

3.93

Length of OFDM data
frame (ms)

2048 Effective communication rate
(kbps)

1.96



Fig. 2. Channel response of the simulation channel.
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16 dB at the interval of 1 dB respectively. Furthermore, a Doppler of
�8.5 Hz is artificially produced by resampling to simulate Doppler
effects in the channel.

As the classic time–frequency differential OFDM receiver [46]
directly utilizes the phase differences between both adjacent sym-
bols and adjacent sub-carriers for differential detection thus no
channel estimation and equalization are needed. To facilitate the
evaluation of Doppler estimation performance, a classic time–fre-
quency differential OFDM receiver as shown in Fig. 3 is adopted
to perform OFDM demodulation after Doppler correction according
to the Doppler estimates.

The Doppler estimation results under different background
noise conditions acquired by the five approaches are provided in
Fig. 4(a), from which we can see that the Doppler evaluated by
block estimation is independent from the SNR and remains at
about �8.95 Hz in the case of Gaussian noise and passband noise,
while the Doppler curves of the other strategies exhibit slight vari-
ations within the range from �8.6 Hz to �8 Hz with respect to dif-
ferent SNRs.

As revealed in the BER curves shown in Fig. 4(b), BER curves of
all the five Doppler estimated algorithms tend to decrease with the
increasing of SNR at two types of noise. In the case of Gaussian
Fig. 3. Block char

5

noise, the cross-correlation estimation, BER search estimation
and the CCQG approaches achieve similar performance, which
are slightly better than the auto-correlation estimation and block
estimation strategies in the conditions of low SNR. The cross-
correlation estimation, auto-correlation estimation and the CCQG
algorithm achieve similar estimation accuracy, which are slightly
better than the block approach at the condition of passband noise.
Moreover, the BER search strategy achieves the optimal estimation
performance, because it can mitigate the mismatch between
signal-level estimation and bit-level demodulation. The computa-
tional complexity of the proposed algorithm will be analyzed in
Section 3.4 for further evaluation.

3.2. Sea trial

The sea trial data were collected from a mobile underwater
acoustic communication scenario in a shallow water acoustic
channel with gentle breeze and slight sea condition near the Xia-
men Harbor, Xiamen, Fujian Province, China. The average depth
of experimental area is about 10 m with the type of mud sea floor
and semi-diurnal tide. Moreover, the tidal current exhibits the type
of a reciprocating flow. The horizonal omni-directivity piezoelec-
tric transducer was used as the sound source and receiver. With
a source level of 185 dB re 1 lPa at 1 m and a receiving sensitivity
level of �195 dB re 1 v/lPa, the cylindrical transducer has a diam-
eter of 6.9 cm and a height of 10.9 cm.

Driven by a transmission power of 50W, the transmitting trans-
ducer was towed at the depth of 3 m by a surface vessel moving
towards an anchored surface vessel at a speed of 4–5 m/s. The
receiving transducer was suspended under the anchored vessel at
the depth of 3 m. A sound velocity profiler with the model
HY1201 was used for collecting sound velocity profile during the
sea trial. The initial distance between the two vessels was
1.1 km, with the channel response and sound velocity profile illus-
trated in Fig. 5(a) and Fig. 5(b), respectively, which indicates a mul-
tipath delay spread of about 3 ms and a weak positive sound
velocity gradient.

The parameters of transmitted packet and initialization settings
of algorithm are all identical to those of numerical simulation. Sim-
ilarly, the same OFDM receiver was employed to perform OFDM
demodulation, and the generated BER results were used for perfor-
mance evaluation.

During the sea trial experiment, ten continuous frames of
received OFDM packets were adopted for performance analysis,
with the results of which displayed in Fig. 6. It could be observed
from the Fig. 6(a) that the Doppler estimated by the five reference
strategies exhibit similar trend, initially centering around �7 Hz
and then decreasing to about �16 Hz to �14 Hz after the 6-th
frame. Moreover, the Doppler results obtained by the cross-
t of receiver.



Fig. 4. The Doppler and BER with respect to SNR.

Fig. 5. Channel response and sound velocity profile.
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correlation and the CCQG estimation approaches were almost the
same.

After the Doppler estimation, the received packets were resam-
pled to perform Doppler correction for OFDM demodulation, the
BER curves obtained via which are displayed in Fig. 6(b). From
Fig. 6(b) we can see that the block estimation, cross-correlation
estimation, auto-correlation estimation, BER search estimation
and the proposed CCQG estimation approaches similarly corre-
spond to a near-zero or zero BER behavior for the starting 5 frames.
When the Doppler begins to increase after the 6-th frame, the per-
formance of the block estimation algorithm exhibits significant
degradation. Furthermore, while the BER curves of cross-
correlation estimation, auto-correlation estimation, BER search
estimation and the CCQG estimation strategies also tend to
6

increase, the BER search method remains the slightest performance
loss with the rising of Doppler.

From the numerical simulations and sea trial experiments we
can see that the BER search estimation algorithm achieves the best
BER performance due to its capability of mitigating the mismatch
between Doppler estimation and bit-level demodulation. However,
as the OFDM demodulation process needs to be repeatedly per-
formed to produce BER for pursuing the optimum match in a
two-dimensional search grid, high calculation amount can be
caused for the BER search strategy. In addition, due to the adoption
of quasi-gradient iteration designed in this paper, the CCQG algo-
rithm is able to achieve almost the same estimation performance
as that of the cross-correlation strategy while taking much less
complexity. Further analysis refers to Section 3.4.



Fig. 6. Doppler and BER over sequence number.
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3.3. Impact of algorithm parameters on performance

As the evaluation accuracy of the proposed algorithm was
dependent on the parameter settings distinctly, the average BER
results of sea trial experiments with respect to different algorithm
parameters were investigated and analyzed in Fig. 7. With three
different k of 1, 2 and 3, the resolution of fine Doppler searching
interval Def was set to 1 Hz, 0.1 Hz, 0.01 Hz and 0.001 Hz respec-
tively for the performance analysis. From Fig. 7 we can see that,
while the BER with smoothed quasi-gradient was better than that
without smoothing, the parameter k of 2 achieved the best BER
behavior.

Meanwhile, as revealed in Fig. 7, while tuning of the fine Dop-
pler searching interval only leads to slight BER behavior variations,
a Def of 0.01 seems to be reasonable in seeking a trade-off between
estimation accuracy and computational complexity. Note that,
when k = 1, with the decreasing of Doppler search interval the
BER even tend to rise, which may be caused by trapping into local
maximum in the quasi-gradient iteration.
Fig. 7. BER behaviors under different parameter settings for sea trial.

7

3.4. Analysis of complexity and convergence

In this section, the computational complexity of the proposed
CCQG algorithm, cross-correlation strategy and BER search
approach was analyzed in terms of the total search times (or iter-
ative times) as well as the additive and multiplicative calculation
per search or iteration. Firstly, to facilitate performance compar-
ison, the fixed Doppler interval De ¼ 0:01 and De ¼ 0:05 are used
to calculate the grids of Doppler for cross-correlation estimation
and BER search respectively, with the corresponding Doppler
search range expressed as

floor e2 � e1f g ¼ 20 ð20:aÞ

e
^ ¼ 1

2
ðe2 � e1Þ ð20:bÞ

where floor is the integral function, and ê denotes the desired
Doppler.

Taking the 6-th frame in the sea trial as an example, the total
search times of the cross-correlation algorithm, BER search strat-
egy and the proposed algorithmwere given in Table 3. From Table 3
one might notice that, for the CCQG algorithm, only a few dozens of
searching were acquired to achieve almost the same accuracy,
compared to the hundreds or even thousands of searching required
by direct cross-correlation search strategy and BER search
approach under different searching intervals adopted.

Secondly, the additive and multiplicative calculation per search
were adopted to characterize the computational complexity of
cross-correlation estimation, BER search and the proposed CCQG
algorithms. The detailed consequences were provided in Table 4.
From Table 4 we can notice that, although the computational com-
plexity of CCQG algorithm is about 3 times that of the cross-
Table 3
Searching times of the cross-correlation, BER search and the proposed CCQG
algorithms.

Algorithm Searching times

De ¼ 0:01 De ¼ 0:05

Cross-correlation 2001 401
BER search 2001 401
CCQG 37



Table 4
Computational complexity of the CCQG estimation, cross-correlation estimation and
BER search estimation algorithms.

Algorithm Computational complexity per search

Multiplicative calculation Additive calculation

Cross-correlation 6Nf log2Nf þ 4 9Nf log2Nf þ 2
BER search 2Nf log2Nf 3Nf log2Nf þ 67

256Nf

CCQG 18Nf log2Nf þ 13 27Nf log2Nf þ 9

Note: Nf ¼ 4096 represents the length of FFT calculation.
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correlation strategy, the overall calculation amount of CCQG algo-
rithm is still far less than that of the cross-correlation strategy
because it greatly reduces the number of relevant searches. The
BER search approach shows the lowest computational complexity,
but it requires a large number of Doppler search times. Meanwhile,
the searching process includes a demodulation process, which still
reflects a relatively high amount of calculation.

Furthermore, to evaluate the convergence behavior of the pro-
posed algorithm during the gradient iteration, Doppler bias n is
expressed as

n ¼ e
�
- ê ð21Þ

where e
�
denotes the estimator in the process of iteration.

Similarly, taking the 6-th frame in the sea trial as an example,
the iteration curves of the CCQG algorithmwith respect to different
parameters were shown in Fig. 8. From Fig. 8 one might see that
the estimation accuracy with smoothed quasi-gradient was obvi-
ously better than that without smoothing, which was consistent
with the results of Section 3.3. Moreover, as displayed in Fig. 8,
we could also see that the parameter k ¼ 2 achieved the optimal
balance between estimation precision and complexity.

Note that, as revealed by Fig. 8, the convergence behavior of the
proposed algorithm exhibits substantial fluctuations at the begin-
ning of iterations, which reflects the over-search trend at the initial
phase of Doppler searching, i.e., initially large Doppler searching
intervals lead to coarse searching pattern that may search over
the optimal Doppler value several times. With the gradually
decreasing of the Doppler searching interval, the convergence
curve tends to approach the optimization smoothly.
Fig. 8. The convergence behaviors of the proposed algorithm.
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Meanwhile, it is evident that the Doppler bias approaches to 0
after only a couple of iterations, while achieving almost the same
estimation accuracy as the direct cross-correlation approach did.
Based on the above analysis, the effectiveness and superiority of
the CCQG algorithm can be verified.

4. Conclusion

In this paper, a novel Doppler estimation algorithm based on
cross-correlation quasi-gradient iteration is investigated for under-
water acoustic OFDM communications by formulating the Doppler
searching with stochastic quasi-gradient optimization. Compared
with the conventional cross-correlation direct search scheme that
requires a huge number of searching times, the proposed CCQG
search is guided iteratively along the direction in which
correlation-peak increases to pursuit the maximum correlation-
peak corresponding to the desired Doppler, with much less com-
plexity. Meanwhile, the smoothed quasi-gradient and variable
Doppler interval are adopted to accelerate the convergence rate
and reduce the possibility of local optimization to achieve a
trade-off between the computational complexity and estimation
accuracy.

Numerical simulations as well as field experiments in shallow
water was provided to verify the validity and superiority of the
proposed strategy in the aspect of computational complexity and
estimation accuracy, compared to the conventional cross-
correlation estimation, auto-correlation estimation, block estima-
tion and BER search estimation strategies.

In view of the rapidly increasing applications of small vehicles
in diverse marine missions, the proposed algorithm has the poten-
tial of being used to enable low-complexity mobile OFDM commu-
nication between small vehicles that equipped with limited
computational resource.
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