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Abstract—In underwater acoustic (UWA) communications,
Doppler estimation is one of the major stages in a receiver. Two
Doppler estimation methods are often used: the cross-ambiguity
function (CAF) method and the single-branch autocorrelation
(SBA) method. The former results in accurate estimation but with
a high complexity, whereas the latter is less complicated but also
less accurate. In this paper, we propose and investigate a multi-
branch autocorrelation (MBA) Doppler estimation method. The
proposed method can be used in communication systems with pe-
riodically transmitted pilot signals or repetitive data transmission.
For comparison of the Doppler estimation methods, we investigate
an orthogonal frequency-division multiplexing (OFDM) commu-
nication system in multiple dynamic scenarios using the Waymark
simulator, allowing virtual UWA signal transmission between mov-
ing transmitter and receiver. For the comparison, we also use the
OFDM signals recorded in a sea trial. The comparison shows that
the receiver with the proposed MBA Doppler estimation method
outperforms the receiver with the SBA method and its detection
performance is close to that of the receiver with the CAF method,
but with a significantly lower complexity.

Index Terms—Ambiguity function, autocorrelation, Doppler es-
timation, orthogonal frequency-division multiplexing (OFDM),
underwater acoustic (UWA) communications.

I. INTRODUCTION

IN UNDERWATER acoustic (UWA) communications, due
to the slow propagation speed of acoustic waves, the

Doppler effect introduces significant distortions in propagated
signals [2]–[5]. To achieve a high detection performance, ac-
curate Doppler estimation and compensation techniques are
required [2], [6]–[8]. The Doppler effect is caused by trans-
mitter/receiver motion, by surface waves, by fluctuations of the
sound speed, and other phenomena [9]–[11]. The Doppler ef-
fect on signals is often described as time compression/dilation
with a compression factor constant over a measurement inter-
val, i.e., a constant-speed movement [12]–[15]. For specific
underwater tasks, such as underwater imaging, environment
monitoring, and sea bottom searching, fast-moving platforms
such as autonomous underwater vehicles (AUVs) can use
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complicated trajectories [16]–[21], where the constant-speed
assumption is not valid. Such movements require frequent re-
estimation of the Doppler effect to support a high detection
performance of UWA communications [22]. The Doppler esti-
mation then becomes a complicated task dominating the com-
plexity of the receiver [23].

Many Doppler estimation methods are currently used in
UWA communications. One such method involves transmit-
ting Doppler-insensitive preamble and postamble around a data
package and estimation of the time difference between their ar-
rivals, transformed into the time-compression factor [2], [24],
[25]. However, this method assumes that the time compres-
sion (the transmitter/receiver velocity) is constant over the data
package, which is often not the case with a fast-moving and ma-
noeuvring transmitter/receiver. With fast-varying movements,
the Doppler estimation should also be performed within the
data package, sometimes requiring updates with every received
data symbol [22]. Such Doppler estimation techniques have
been specifically developed for different single-carrier modula-
tion schemes [7], [26]–[28]. However, these techniques cannot
be directly applied to multicarrier transmission, such as the
orthogonal frequency-division multiplexing (OFDM); besides,
multicarrier schemes are more sensitive to Doppler distortions
and require more accurate Doppler estimation [29].

One efficient method of Doppler estimation in multipath
channels is based on computing the cross-ambiguity function
(CAF) between received and transmitted signals [29]–[31]. The
CAF is computed on a 2-D grid of channel delays and Doppler
compression factors. The position of maximum of the CAF mag-
nitude over the Doppler grid provides an estimate of the Doppler
compression. However, due to a large number of Doppler esti-
mation channels, the CAF method is computationally intensive,
even if fast Fourier transforms (FFT) and a two-step (coarse
and fine estimation) approach is used to reduce the number of
Doppler channels and speed up the computations [8], [12], [23].
Significantly less complicated is the single-branch autocorrela-
tion (SBA) method [12], [32]–[35]. This method is applied to
periodic transmitted signals and it exploits the fact that with a
moving transmitter/receiver, the signal period changes; the SBA
method measures this change to estimate the time-compression
factor. Apart from being of low complexity due to a single es-
timation branch, another benefit of this method is the efficient
combining of multipath components. However, the method can
fail in cases where the motion of transmitter/receiver involves
accelerations.
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In this paper, we propose a multibranch autocorrelation
(MBA) [1] method that is capable of estimating the Doppler
effect in UWA channels with fast moving and manoeuvring
transmitter/receiver, having significantly lower complexity than
the CAF method and outperforming the SBA method.

One of significant problems of testing signal processing algo-
rithms for UWA communications is the modeling of the signal
transmission, taking into consideration the specific time-varying
multipath propagation due to the complicated motion of a re-
ceiver and transmitter. For such a virtual signal transmission,
i.e., the transmission that mimics a real sea trial, the VirTEX
underwater propagation channel model was developed [36] and
used [37]; this model is based on the Bellhop ray/beam trac-
ing [38] to compute the channel impulse response in different
acoustic propagation environments. A similar approach was im-
plemented in the Waymark model [10], [39], [40] developed to
efficiently simulate the UWA signal transmission in long com-
munication sessions. We use the Waymark model to test the
Doppler estimation methods in communication sessions with
complicated motion of the transmitter and receiver.

In this paper, the Doppler estimation methods are imple-
mented in a communication system with guard-free OFDM and
superimposed data and pilot signals [10], [30], [31], [41]. The
comparison of the three methods (CAF, SBA, and MBA) in a
number of simulation scenarios, as well as in a real sea trial,
shows that the MBA method outperforms the SBA method; also
its performance is comparable to that of the CAF method, but
with lower complexity.

This paper is organized as follows. Section II describes the
transmitted signal, channel model, and receiver. Section III
presents the proposed MBA Doppler estimation method. Imple-
mentations of the CAF, SBA, and MBA methods are described
in Section IV. Sections V and VI compare the Doppler estima-
tors in multiple scenarios, using the Waymark model and data
recorded in a sea trial, respectively. Section VII summarizes this
paper.

II. TRANSMITTED SIGNAL, CHANNEL MODEL, AND RECEIVER

In this section, the transmitted signal, the channel model, and
the receiver structure are described. Transmitted signals that we
consider here are guard-free OFDM signals with superimposed
pilot signals [23]. However, the proposed Doppler estimation
technique can operate with other types of transmitted signals, in
which the same signal pattern is repeated in time.

The transmitted signal x(t) consists of a continuous sequence
of guard-free OFDM symbols [23], [30]

xl(t) = �
{

ej2πfc t

Ns /2−1∑
k=−Ns /2

[Mp(k) + jDl(k)]ej 2 π
T s

kt

}
(1)

where l = 1, 2, . . . , L, L is the number of OFDM symbols in
the transmitted data package, Ns = 1024 is the number of sub-
carriers, fc = ωc/(2π) = 3072 Hz is the carrier frequency,
F = 1024 Hz is the frequency bandwidth, Ts = 1 s is the sym-
bol duration, and j =

√−1. Sequence Mp(k) ∈ [−1,+1] is a
binary pseudorandom sequence of length Ns , serving as the

Fig. 1. Channel model.

superimposed pilot signal, the same for all OFDM symbols.
Therefore, the pilot signal is periodic in time with period Ts . Se-
quence Dl(k) represents the information data in the lth OFDM
symbol; it is obtained by interleaving and encoding original data
across subcarriers using rate 1/2 convolutional codes [42].

The UWA channel is often modeled as a time-variant linear
system with an impulse response h(t, τ) that describes multipath
and Doppler spreads in the channel. The received signal is then
given by

r(t) =
∫ ∞

−∞
h(t, τ)x(t − τ)dτ + ν(t) (2)

where ν(t) is the additive noise. In UWA communications, for
a general time-varying multipath channel, different propagation
paths, corresponding to different delays τ , might have different
Doppler compression factors. The channel can be represented
using two time-varying components described by a dominant
time-varying channel delay τd(t) and a slower time-varying
channel impulse response h̄(t, τ), as shown in Fig. 1 [23].
Component δ(τ − τd(t)), where δ(τ) is the Dirac delta func-
tion, can be thought of as caused by the varying distance be-
tween the transmitter and the receiver. The component h̄(t, τ)
incorporates differential variations in the lengths of acoustic
rays due to the movement. Thus, the time-varying channel im-
pulse response h(t, τ) can be represented as a convolution of
δ(τ − τd(t)) and h̄(t, τ). Therefore, the received signal can be
represented as r(t) = s(t) + ν(t), where s(t) = s0(t − τd(t))
and s0(t) =

∫ ∞
−∞ h̄(t, τ)x(t − τ)dτ .

The channel model in Fig. 1 is useful for designing receivers
in scenarios with a fast moving transmitter and/or receiver. The
channel component described by the dominant time-varying de-
lay τd(t) is associated with fastest channel variations, since a
small variation in the delay results in a significant variation
in the phase of the received signal. However, this component
can be described by a few parameters [4], [5]. Therefore, it
can be accurately estimated using a Doppler estimator, such
as the estimator based on calculation of the ambiguity func-
tion [29]–[31] or the autocorrelation [12], [32]–[35], and further
equalized using resampling. The other component of the chan-
nel representation, described by the impulse response h̄(t, τ),
still contains most of the parameters to be estimated, such as
the multipath delays and complex amplitudes. However, these
parameters are slower varying in time compared to that of the
channel response h(t, τ). Therefore, an equalizer for the chan-
nel component h̄(t, τ) is easier to build than an equalizer for
the channel response h(t, τ). Many practical receivers are built
using this approach, where parameters of the dominant time-
varying delay τd(t) are estimated using a Doppler estimator
and equalized by resampling the received signal. After that
the channel component h̄(t, τ) is equalized, e.g., using a linear
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equalizer. For more discussion on this channel representation,
see [10] and [23].

Below, when deriving the proposed MBA Doppler estimator,
we will assume that, on the estimation time interval, the impulse
response h̄(t, τ) is time invariant, i.e., h̄(t, τ) = h̄(τ), and that
the time-varying delay τd(t) is described by a quadratic poly-
nomial; see (9). However, when testing this and other Doppler
estimators, we will be using more realistic scenarios, with dif-
ferent propagation paths having different Doppler spreads. Note
that the scenarios will be defined by the acoustic environment
and trajectory of the transmitter/receiver. In the test scenar-
ios, the impulse response h(t, τ) is incorporated into the data
obtained either in a real sea experiment or via virtual signal
transmission using the Waymark simulator [10], [39]. There-
fore, the channel parameters, including the Doppler parameters
associated with the dominant time-varying channel delay τd(t),
are not explicitly available for comparison with their estimates.
Besides, there are possible multiple variants of splitting h(t, τ)
into the two components h̄(t, τ) and τd(t). Therefore, we will be
assessing the performance of Doppler estimators by comparing
the detection performance of a receiver using these estimators.

Fig. 2 shows the block diagram of the receiver. The front-
end processing implements the frequency shifting of the re-
ceived signal r(t) = s(t) + ν(t) by ωc , the lowpass filtering,
and analog-to-digital conversion of the baseband signal

r̃(t) = s̃(t) + ν̃(t)

where ν̃(t) is a baseband noise signal, into signal samples r̃(n)
taken with a sampling interval Δτ = Ts/(NsNτ ), where Nτ is
the time oversampling factor, which is set to Nτ = 2 for our
experiments.

The Doppler estimation consists of two steps: coarse and fine
estimation. The coarse estimation is implemented using one
of three methods: CAF, SBA, or MBA. The coarse Doppler
estimation is performed on a coarse grid of Doppler scaling
factors. However, this coarse resolution is not good enough for
equalization and demodulation. Therefore, the coarse estimate
is refined by using parabolic interpolation as detailed in [23].
The discrete-time estimates of the Doppler scale factor obtained
with the time interval Test (in our experiments, Test = Ts/4)
are linearly interpolated, and used to compensate for the domi-
nant time-varying Doppler effect by resampling and frequency
correcting the signal r̃(n) (see [23] for details).

The resampled and frequency corrected signal r̃(n) is divided
into two diversity signals, corresponding to odd and even sam-
ples of r̃(n), respectively. The two signals are independently
time-domain equalized. Assuming perfect compensation of the
dominant Doppler compression described by the time-varying
delay τd(t), the equalization deals with the distortions of the
signal caused by the slow variant impulse response h̄(t, τ) (see
Fig. 1). The equalized signals from the two diversity branches
are combined and demodulated to produce tentative data esti-
mates, further refined in Q turbo iterations; in our experiments,
Q = 1. The final data estimate D(Q) are applied to the Viterbi
decoder [42] to recover transmitted data.

More details on the operation of the receiver shown in Fig. 2
can be found in [23]. In [23], the CAF Doppler estimator is

implemented. It has high complexity, which is the largest contri-
bution to the total receiver complexity. In this paper, we propose
a multibranch Doppler estimator that has significantly lower
complexity and provides almost the same detection performance
as the CAF estimator.

III. MULTIBRANCH AUTOCORRELATION DOPPLER ESTIMATOR

Consider the channel model in Fig. 1. Let the transmitted
signal x(t) be represented using an equivalent baseband signal
x̃(t)

x(t) = �{x̃(t)ejωc t}

=
1
2
x̃(t)ejωc t +

1
2
x̃∗(t)e−jωc t (3)

where �{·} denotes the real part and (·)∗ is the complex conju-
gate of a complex-valued number. Similarly, we have

s0(t) = �{s̃0(t)ejωc t}

=
1
2
s̃0(t)ejωc t +

1
2
s̃∗0(t)e

−jωc t (4)

where s̃0(t) is an equivalent baseband signal for s0(t).
Let the signal x̃(t) be periodic with a period Ts so that

x̃(t + Ts) = x̃(t).

Assume that the first component in the channel model, shown in
Fig. 1, is time invariant, i.e., h̄(t, τ) = h̄(τ). Then, the baseband
signal s̃0(t) is also periodic with the same period Ts , i.e.,

s̃0(t + Ts) = s̃0(t).

The second channel component in Fig. 1 is modeled as a time-
varying delay τd(t), so the output of the channel without noise
is given by

s(t) = s0(t − τd(t))

=
1
2
s̃0(t − τd(t))ejωc (t−τd (t))

+
1
2
s̃∗0(t − τd(t))e−jωc (t−τd (t)) . (5)

In a receiver, typical front-end processing includes a frequency
shifting of the received signal s(t) by ωc via multiplying the
signal by e−jωc t and further lowpass filtering. Therefore, the
second component in (5) is filtered out, and the front-end pro-
cessing produces a baseband signal

s̃(t) = s̃0(t − τd(t))e−jωc τd (t) . (6)

A. Single-Branch Autocorrelation Estimator

The delay τd(t) can often be represented as a linear function
of time, described by two parameters, an initial delay a0 and a
time-compression factor a1 [4], [5] as

τd(t) = a0 + a1t, t ∈ [−Θ/2,Θ/2]
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Fig. 2. Block diagram of the receiver for guard-free OFDM signals.

where Θ is a measurement interval. For estimation of the pa-
rameter a1 , the autocorrelation function

ρ(τ) =
∫ Θ/2

−Θ/2
s̃∗(t)s̃(t + τ)dt (7)

of the baseband signal s̃(t) can then be used [43]. More specif-
ically, a1 can be estimated by searching for the maximum of
|ρ(τ)| over delays near the signal period Ts

τmax = arg max
Ts −τM ≤τ≤Ts +τM

|ρ(τ)| (8)

where [Ts − τM , Ts + τM ] is a search interval defined by the
maximum possible delay τM due to the time compression, i.e.,
due to the maximum relative velocity between the transmitter
and the receiver. The ratio â1 = 1 − Ts/τmax can be considered
as an estimate of a1 (see below). We call such an estimator of
a1 the SBA estimator.

B. Multibranch Autocorrelation Estimator

However, the SBA estimator is limited in accuracy when the
Doppler compression factor varies over the measurement inter-
val, i.e., when the delay line in Fig. 1 is described by a polyno-
mial of a higher degree, e.g., if τd(t) is a quadratic polynomial

τd(t) = a0 + a1t + a2t
2 , t ∈ [−Θ/2,Θ/2] (9)

where a2 is a parameter describing the acceleration. Let a be an
acceleration between the transmitter and receiver. Due to this
acceleration, the distance d(t) between the transmitter and the
receiver varies in time as d(t) = at2/2. Since τd(t) = d(t)/c,
we have a2 = a/(2c), where c is the sound speed.

In fast-varying channels, for estimation of Doppler parame-
ters, we propose to use the following statistic:

ρ(τ,Ω, μ) =
∫ Θ/2

−Θ/2
s̃∗(t)s̃(μt + τ)ejΩtdt. (10)

Specifically, the position of the peak of |ρ(τ,Ω, μ)| over delay τ
near the signal period Ts and over frequency Ω and compression
factor μ

{τmax,Ωmax, μmax} = arg max
τ ,Ω ,μ

|ρ(τ,Ω, μ)| (11)

will define the Doppler estimate as explained in Appendix A.
More specifically, it is shown that the parameter a1 can be
estimated as

â1 = 1 − Ts

τmax
− α

Ωmax

2ωc
(12)

where α = [Ts/(kτmax)]2 � 1 and k = 1 − a1 . The parameter
a2 can be estimated as

â2 =
Ωmax + a1(1 − μmax)ωc

2μmaxτmaxωc
(13)

where instead of a1 , its estimate â1 can be substituted. Since in
many scenarios, μmax ≈ 1, the estimate in (13) can be simplified
and made independent of a1

â2 =
Ωmax

2τmaxωc
. (14)

The values μmax and Ωmax are interdependent as

μmax = 1 +
Ωmax

ωc
. (15)

This simplifies the Doppler estimation. According to (11), the
statistic |ρ(τ,Ω, μ)| needs to be computed at a 3-D grid. How-
ever, due to the interdependence, a 2-D grid over (τ,Ω) is suf-
ficient.

If ΘFΩmax/ωc < 1, we can set μ = 1 in (10), i.e., the re-
sampling is not required, thus further simplifying the signal
processing. With high accelerations a and high values of the
measurement interval Θ and/or frequency bandwidth F , one of
the components in (10) will need to be prescaled with a com-
pression factor μ related to the frequency Ω as μ = 1 + Ω/ωc .
In our scenarios, this requirement is satisfied for the whole range
of Ω, and therefore, we set μ = 1, thus avoiding the resampling.

The estimates of parameters a1 and a2 , obtained in the MBA
Doppler estimator, are used for approximation of the delay τd(t)
and resampling of the received signal (see Fig. 2).

Note that in the SBA method, the term αΩmax/(2ωc) as in (12)
is ignored, which makes the SBA method less accurate when
there is a nonzero acceleration a. However, the main disadvan-
tage of the SBA method compared to the MBA method is that
with nonzero acceleration, the amplitude of the autocorrelation
peak about the signal period Ts is reduced. For example, for
pseudonoise signals, such as the m-sequence [42], with a δ-like
ambiguity function, the amplitude at Ω = 0 will be close to zero
if ΩmaxΘ > 2π; for example, for our scenarios, it corresponds
to accelerations a > 0.5 m/s2 .

IV. IMPLEMENTATION OF DOPPLER ESTIMATORS

A. Implementation of Cross-Ambiguity Function Method

In the CAF method, 2Nd + 1 Doppler sections of the ambi-
guity function are computed with a period Test by cross corre-
lating the scale-distorted received signal and one period of the
pilot signal (see [2] and [23] for more details). The ambiguity
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Fig. 3. Computation of one Doppler section of the CAF.

function is computed on the delay-Doppler scale grid. The delay
step on the grid is Δτ . The Doppler scale step is chosen so that
the corresponding frequency shift Δf is a predefined fraction
of the subcarrier spacing F/Ns : Δf = F/(NsND ), with the
frequency oversampling factor ND set to ND = 2. In [23], it is
shown that such a coarse resolution is enough for operation of
the receiver, whereas higher ND would proportionally increase
the complexity of the Doppler estimator.

To cover the whole Doppler spread, the CAF ACAF(m,n),
m = −Nd, . . . , Nd , n = 0, . . . , NsNτ − 1, has 2Nd + 1
Doppler sections. The m̂th Doppler section with the maximum
magnitude indicates the coarse Doppler estimate

[m̂, n̂] = arg max
m,n

|ACAF(m,n)|.

One Doppler section ACAF(m, :) is computed, as shown in
Fig. 3. The input signal r̃(i) with the original sampling rate fs is
resampled and frequency shifted according to the mth scale fac-
tor 1 + d(m), where d(m) = mΔf/fc = mF/(NsND fc) and
m = −Nd, . . . , Nd . The resampling interval Tm for the mth
Doppler section is given by Tm = 1/[FNτ (1 + d(m))]. The
resampling is based on the linear interpolation and compensates
for the time scale with the factor 1 + d(m).

Denoting r̂(t) as a continuous-time signal that would
be obtained via the linear interpolation of r̃(i), after the
resampling and frequency correction, we have r̃m (n) =
r̂(nTm ) exp (−j2πmn/NsNτ ND ). Such a Doppler-like dis-
torted received signal is correlated with one period of the pilot
signal p(i) as

ACAF(m,n) =
Nτ Ns −1∑

i=0

r̃m (i)p∗ (i ⊕ n) (16)

where ⊕ denotes the cyclic shift over the period NsNτ , (·)∗
denotes complex conjugate, and

p(i) =
Ns /2−1∑

k=−Ns /2

Mp(k)e−j 2 π
N s N τ

ki . (17)

This computation can be done using FFT and inverse FFT
(IFFT), as shown in Fig. 3. The use of FFT and IFFT for com-
puting the cross correlation is possible because OFDM symbols
have no guard interval, the pilot signal is periodic, and the or-
thogonality interval is equal to the OFDM symbol duration. The
position of the peak of the CAF magnitude indicates the coarse
Doppler estimate: â1 = −d(m̂)/[1 + d(m̂)]. The FFT in Fig. 3
is of size NsNτ ; such a time oversampling allows avoiding the
interference at boundary subcarriers (close to the frequencies
fc − F/2 and fc + F/2). Although the frequency-domain mul-
tiplication by the pilot sequence Mp(k), k = 0, . . . , Ns − 1, is

only over Ns subcarriers, the IFFT in Fig. 3 is also of size
NsNτ with zero padding of the rest Ns(Nτ − 1) FFT bins; this
provides more accurate position estimation for the peak of the
ambiguity function.

B. Implementation of the Single-Branch Autocorrelation
Method

The SBA method is implemented by computing the autocor-
relation of the received signal as

ASBA(τ) =
Nτ Ns −1∑

i=0

r̃∗(i)r̃
(
i +

τ

Δτ

)
(18)

where τ/Δτ ∈ {Nτ Ns − τM /Δτ,Nτ Ns + τM /Δτ}, and
finding the maximum

τmax = arg max
τ

|ASBA(τ)|.
The parameter a1 is then estimated as in (12) with Ωmax = 0.

C. Implementation of Multibranch Autocorrelation Method

The MBA method is implemented by computing 2Nd + 1
autocorrelation functions with a set of frequency shifts Ωm ,
m = −Nd, . . . , Nd as follows:

AMBA(τ,Ωm ) =
Nτ Ns −1∑

i=0

r̃∗(i)r̃
(
i +

τ

Δτ

)
ejΩm Δτ i (19)

where τ/Δτ ∈ {Nτ Ns − τM /Δτ,Nτ Ns + τM /Δτ} and
Ωm = 2πΔfm. The parameter a1 is then estimated as in (12)
with α = 1 and a2 is estimated as in (14), where

{τmax,Ωmax} = arg max
τ ,Ωm

|AMBA(τ,Ωm )|.

Note that the complexity of each of the three methods is di-
rectly proportional to the number of Doppler estimation sections
(2Nd + 1). It is shown in Appendix B that the complexity of
computing a single Doppler section is approximately the same
in all the methods. Therefore, to compare the complexity, we
need to know the number of Doppler sections. The SBA method
is the simplest one since it requires a single Doppler section,
Nd = 1. For the CAF method, Nd is approximately given by

Nd = round

[
Vmaxfc

cΔf

]
(20)

where round[·] denotes the closest integer number, Δf = 0.5 Hz
is the Doppler frequency step, fc = 3072 Hz is the carrier fre-
quency, c = 1500 m/s is the underwater sound speed, and Vmax

is the maximum speed of the transmitter/receiver. The MBA
method is an extension of the SBA method as (19) is an exten-
sion of (18). Since with (19), the 1-D search is replaced with a
2-D search, the complexity of the MBA method is higher than
that of the SBA method. For the MBA method, Nd is given by

Nd = round

[
UmaxTsfc

cΔf

]
(21)

where Umax is the maximum acceleration of the transmit-
ter/receiver. In typical scenarios, UmaxTs < Vmax, and therefore,
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Fig. 4. Block diagram of the Waymark UWA simulator.

the number of Doppler sections Nd in the MBA method is typ-
ically smaller than Nd in the CAF method, as can be seen from
comparison of (20) and (21), thus reducing the complexity of
the MBA method.

V. NUMERICAL RESULTS

In this section, we investigate the detection performance of
three versions of the receiver of guard-free OFDM signals,
shown in Fig. 2. These versions differ in the Doppler estimator,
which are the CAF, SBA, or MBA estimator. The investigation
is performed using the Waymark simulator [10], [39], [40] to
model the time-varying multipath distortions of signals, caused
by moving transmitter and/or receiver in specific acoustic envi-
ronments. The required signal-to-noise ratio (SNR), from 7 to
17 dB, is then achieved by adding independent Gaussian noise to
the distorted signal. The SNR is defined as the ratio of the energy
of the distorted signal over the whole length of the communica-
tion session to the noise energy over the same time interval, in
the frequency bandwidth of the transmitted signal (from 2560 to
3584 Hz).

The Waymark channel simulator [10], [39], [40] shown in
Fig. 4 implements the channel model in Fig. 1 using the acous-
tic field computation for an environment defined by a sound-
speed profile (SSP) and acoustic bottom parameters. This is
done using the Bellhop ray/beam tracing [38]. Using the ray
parameters, the Waymark simulator computes the dominant de-
lays {τm} and channel impulse responses {hm (τ)} for a set
of points (waymarks) along the transmitter/receiver trajectory.
These are spline interpolated in time to obtain the continuous
time-varying delay τd(t) and impulse response h̄(t, τ); in the
simulator, the continuous time t is treated as the discrete time at
a sampling rate high enough to accurately represent the commu-
nication signal. The (fractional) delay τd(t) is then implemented
by interpolation of the signals, whereas the convolution with the
impulse response h̄(t, τ) is implemented using a time-varying

Fig. 5. Simulation scenarios (top view; Tx is the transmitter, and Rx is the
receiver). (a) Transmitter moves toward receiver (Scenario 1). (b) Transmitter
moves past receiver (Scenario 2). (c) Flower circle movement of the transmitter;
O is the center of the flower (Scenario 3).

finite impulse response (FIR) filter. In this paper, the Waymark
simulator is used for numerical investigation of the Doppler es-
timation methods in a number of scenarios. Note that sea trials
with such scenarios would otherwise be difficult to conduct.
However, data from a sea trial are also used for investigation of
the Doppler estimators, see Section VI.

In the Waymark simulation, the following three scenarios are
considered.

1) Scenario 1: The transmitter moves with a sinusoid-like
trajectory toward the receiver at a speed of 6 m/s, while
the receiver is stationary, as shown in Fig. 5(a).

2) Scenario 2: The transmitter moves with a sinusoid-like
trajectory past the receiver at a speed of 6 m/s, while the
receiver moves toward the transmitter at a speed of 6 m/s,
as shown in Fig. 5(b).

3) Scenario 3: The transmitter performs a slow flower circle
movement, while the receiver moves towards the trans-
mitter at a speed of 6 m/s, as shown in Fig. 5(c).

The depth of both the transmitter and the receiver is 60 m. The
data transmission last for 200 s, i.e., L = 200 OFDM symbols
are transmitted in a communication session.

A. Scenario 1

In this scenario, two shallow water environments are con-
sidered, with summer and winter SSPs [44], [45], shown in
Fig. 6(a) and (b), respectively. The transmitter moves toward the
receiver with a sinusoid-like trajectory, as shown in Fig. 5(a).
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Fig. 6. Shallow water SSPs [44], [45] used in the simulation. (a) Summer
SSP. (b) Winter SSP.

Such a movement can be caused when a transducer is towed
by a surface vessel. Indeed, the sinusoid-like trajectory is only
an approximation of a real movement affected by the surface
waves [10]. The distance D(t) between the transmitter and the
receiver varies in time as

D(t) = D0 − vtt + K sin
(

2πt

T

)
(22)

where D0 is an initial distance at t = 0, K = 2 m is the sinusoid
amplitude, T = 10 s is a typical period of surface waves, and
vt = 6 m/s is the speed of the vessel. Thus, the maximum speed
between the transmitter and receiver is Vmax = 7.3 m/s and the
maximum acceleration is Umax = 0.79 m/s2 .

Based on the maximum velocity and acceleration, from (20)
and (21) we obtain the number of Doppler sections in the CAF
and MBA estimators as 61 and 7, respectively. As the complex-
ity of the estimators is proportional to the number of Doppler
sections, it can be seen that the MBA estimator requires almost
nine times less computations. Indeed, the SBA method requires
a single Doppler section and it has the lowest complexity of the
three methods. However, as will be seen from our investigation,
the SBA method is incapable of providing reliable detection.

1) Experiment With the Summer Sound-Speed Profile: This
experiment starts at the distance D0 = 10 km. Fig. 7(a) shows
fluctuations of the channel impulse response. Fig. 8(a) shows
the bit-error-rate (BER) performance of the receiver with the
three Doppler estimation methods. It can be seen that the SBA
method is unable to provide a reliable detection, whereas the
MBA estimator provides a BER performance comparable to
that of the CAF method.

2) Experiment With the Winter Sound-Speed Profile: In this
case, the SSP is as shown in Fig. 6(b), and the initial distance is
set to D0 = 20 km. Fig. 7(b) shows fluctuations of the channel
impulse response in this case. It is seen that the multipath struc-
ture of this channel is more complicated than in the channel with
the summer SSP. However, as seen in Fig. 8(b), the proposed
MBA method still provides a performance comparable to that
of the CAF method. It is also seen that the SBA method cannot
provide reliable detection.

Fig. 7. Fluctuations of the channel impulse response in the four simula-
tion scenarios (distance). (a) Summer SSP, transmitter moves toward receiver
(10 km, Scenario 1). (b) Winter SSP, transmitter moves toward receiver (20 km,
Scenario 1). (c) Summer SSP, transmitter moves past receiver (2 km, Scenario 2).
(d) Summer SSP, flower circle movement (5 km, Scenario 3).
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Fig. 8. BER performance of the receiver with the three Doppler estimation methods in the four simulation scenarios (environment, scenario, distance, data rate).
(a) Summer SSP, transmitter moves toward receiver, 10 km, 1/2 b/s/Hz. (b) Winter SSP, transmitter moves toward receiver, 20 km, 1/2 b/s/Hz. (c) Summer SSP,
transmitter moves past receiver, 2 km, 1/3 b/s/Hz. (d) Summer SSP, flower circle movement, 5 km, 1/3 b/s/Hz.

B. Scenario 2

In this scenario, the summer SSP is used for simulation, and
the distance D(t) between the transmitter and receiver is de-
scribed as

D(t) =
√

(D0 − vr t)2 + (vtt + K sin(2πt/T ))2 (23)

where D0 = 2 km is the initial distance at t = 0, K = 2 m,
T = 10 s, and vt = vr = 6 m/s. Fig. 7(c) shows fluctuations of
the channel impulse response in this scenario. Fig. 8(c) shows
the BER performance of the receiver with the three Doppler
estimation methods. It can be seen that, at SNRs higher than
15 dB, the CAF method provides error-free transmission, while
the MBA method allows the error-free transmission at SNRs
higher than 13 dB. It can also be seen that the SBA method
shows poor performance, whereas the MBA estimator again
shows a performance similar to that of the CAF method.

In this scenario, the maximum transmitter/receiver veloc-
ity is Vmax = 6 m/s and the maximum acceleration is Umax =
0.7 m/s2 . From (20) and (21), we obtain that the CAF method re-
quires 51 Doppler sections and the MBA method requires seven
Doppler sections, i.e., the MBA method requires about seven
times less computations than the CAF method.

C. Scenario 3

AUVs can use complicated trajectories for underwater imag-
ing, monitoring, and sea bottom searching [16]–[21]. A com-
plicated trajectory is considered in this scenario, as shown
in Fig. 5(c); the trajectory of the transmitter looks like a
petaled flower. The receiver moves at a speed of vr = 6 m/s.
The distance D(t) between the transmitter and receiver is des-
cribed as

D(t) =
√

(D0 − vr t)2 + [K sin(12πt/T ) + 2]2

−2(D0 − vr t)[K sin(12πt/T ) + 2] cos(2πt/T )
(24)

where D0 = 5 km is the initial distance at t = 0 between the
central point [point O in Fig. 5(c)] of the flower and receiver,
K = 2 m, and T = 100 s is the period of passing one flower
circle; the external radius of the flower is 3 m.

Fig. 7(d) shows fluctuations of the channel impulse response
in this scenario and Fig. 8(d) shows the BER performance of the
receiver. It can be seen that the SBA method is outperformed by
the other two methods, which show similar performance.

In this scenario, the transmitter moves with a relatively low
time-varying velocity, vt ≤ 0.38 m/s. The maximum transmit-
ter/receiver velocity is Vmax = 6.8 m/s, and the maximum ac-
celeration is Umax = 0.29 m/s2 . From (20) and (21), we obtain
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that the CAF method requires 59 Doppler sections and the MBA
method requires only 3 Doppler sections; thus, the MBA method
has almost 20 times less complexity than the CAF method.

From this numerical investigation, we can conclude that
the proposed MBA method significantly outperforms the SBA
method. In fact, the BER performance achieved with the SBA
method does not improve with increased SNR. This is explained
by the fact that under a high acceleration, the received signal at
delays close to Ts is decorrelated. Fig. 12(b) shows that, without
the frequency correction (as in Doppler section 4), the autocor-
relation peak is close to zero. However, with the frequency
correction (as in Doppler section 2), the high autocorrelation
is recovered. Therefore, in channels with high acceleration, the
SBA method is not capable of providing a reliable detection,
while the MBA method shows a high performance. It can also
be seen that the MBA method provides a performance similar to
that of the CAF method. However, the complexity of the MBA
method is significantly lower than the CAF complexity.

D. Mean-Squared Error (MSE) Performance of the Doppler
Estimators

Since the ultimate purpose of the Doppler estimators is to
achieve a good detection performance, in the previous section,
we compared the BER performance of a receiver using these
estimators. However, when dealing with an estimation problem,
it is often desirable to obtain the MSE performance of estima-
tors to compare their accuracy. The MSE results can also be
used to explain the receiver BER performance. However, in our
scenarios defined by the acoustic environment and trajectory of
the transmitter/receiver, it is not directly possible to compute the
MSE. The time-varying impulse response h(t, τ) is incorporated
into the received signal obtained via virtual signal transmission
in the Waymark simulator. Therefore, the Doppler parameters
associated with the dominant time-varying channel delay τd(t)
are not explicitly available for comparison with their estimates.
Moreover, all these parameters are time varying, i.e., there is no
single Doppler compression factor or the acceleration parameter
for comparison.

To overcome this difficulty, we consider scenarios that are
somewhat similar to scenarios described above and, at the same
time, make the true Doppler parameters available for compari-
son with their estimates. In these “synthetic” scenarios, the dom-
inant delay τd(t) is described by the model (9) with parameters
a1 and a2 randomly generated. More specifically, the velocity
v and acceleration a are uniformly distributed in intervals de-
fined by each scenario, and parameters a1 and a2 are computed
as a1 = −v/c and a2 = a/(2c). The impulse response h̄(t, τ)
is time invariant; it is generated as an FIR impulse response
with nonzero taps having relative delays and amplitudes close
to those shown in Fig. 7. We run NMC = 1000 simulation trials,
with a single measurement of the Doppler compression factor
a1 in each trial, and for every estimator compute the root MSE
(RMSE) as

RMSE =

[
1

NMC

NMC∑
i=1

(
a

(i)
1 − â

(i)
1

)2
]1/2

(25)

where a
(i)
1 is the true value of the parameter a1 in the ith trial

and â
(i)
1 is its estimate.

The simulation results are shown in Fig. 9. In the scenario with
the transmitter moving toward the receiver and summer SSP [see
Fig. 9(a)], the velocity v is randomly generated within the inter-
val [4.7, 7.3] m/s and the acceleration a is randomly generated
within the interval [−0.79, 0.79] m/s2 ; the channel is single path.
It can be seen that, in the SNR range [7, 17] dB (used for the
analysis of the BER performance) the CAF and MBA estimators
significantly outperform the SBA estimator. This is consistent
with the BER performance in Fig. 8(a). With the winter SSP [see
Fig. 9(b)], the velocity and acceleration are the same as with the
summer SSP, but the channel has 7 multipath components in a
delay interval of 55 ms, all with equal powers. Again, the MBA
and CAF estimator significantly outperform the SBA estima-
tor, which is consistent with the BER performance in Fig. 8(b).
With the transmitter moving past the receiver [see Fig. 9(c)],
the velocity v and acceleration a are randomly generated within
intervals [−6, 2.2] m/s and [−0.7, 0.7] m/s2 , respectively. In
the channel, there are 5 multipath components within a delay
interval of 55 ms with relative powers [0.5, 1, 1, 0.5, 0.5]. The
MSE performance of the CAF and MBA estimators are signif-
icantly better than that of the SBA estimator, which matches
to the BER performance in Fig. 8(c). Finally, Fig. 9(d) shows
the MSE performance in the scenario with the flower circle
movement of the transmitter. The velocity v and acceleration a
are randomly generated within intervals [−6.7, −5.3] m/s and
[−0.29, 0.29] m/s2 , respectively. In the channel, there are 9 mul-
tipath components within a delay interval of 80 ms with relative
powers 0.5 with respect to the multipath component with the
longest delay. Now, in the SNR interval [7, 17] dB, although the
CAF and MBA estimators outperform the SBA estimator, the
performance gain is not as high as in the previous cases. Note
that in this scenario, the acceleration is reduced compared to the
previous scenarios, which explain the improved performance of
the SBA estimator. This is consistent with the BER performance
in Fig. 8(d), where the SBA estimator shows an improvement
in the BER performance, though still being inferior to the CAF
and MBA estimators.

Fig. 10 shows RMSE of estimation of the parameter a2 by
the MBA method in scenario 1 with the winter SSP. The RMSE
is defined as

RMSE =

[
1

NMC

NMC∑
i=1

(
a

(i)
2 − â

(i)
2

)2
]1/2

(26)

where a
(i)
2 is the true value of the parameter a2 in the ith trial and

â
(i)
2 is its estimate. In this scenario, the acceleration a is within

the interval [−0.79, 0.79] m/s2 , i.e., a2 is within an interval
[−2.6, 2.6]×10−4 . It is seen that at SNR > 3 dB, the accuracy
of the estimates is about 10% of the estimation interval. The
RMSE performance in the other scenarios is close to that shown
in Fig. 10.
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Fig. 9. RMSE performance of estimating the parameter a1 by the three Doppler estimation methods in four “synthetic” scenarios, corresponding to the scenarios
in Figs. 7 and 8 (environment, scenario, distance, data rate). (a) Summer SSP, transmitter moves toward receiver, 10 km, 1/2 b/s/Hz. (b) Winter SSP, transmitter
moves toward receiver, 20 km, 1/2 b/s/Hz. (c) Summer SSP, transmitter moves past receiver, 2 km, 1/3 b/s/Hz. (d) Summer SSP, flower circle movement, 5 km,
1/3 b/s/Hz.

Fig. 10. RMSE performance of estimating the parameter a2 by the MBA
method using (14).

VI. SEA TRIAL

In this section, we compare the performance of the three
Doppler estimation methods using data recorded in a deep-water
sea trial, described in [23, session F1–10]. The deep-water SSP
is shown in Fig. 11. In the sea trial, 376 guard-free OFDM
symbols were transmitted at distances from 81 to 79 km. The
transducer was towed at a depth of 200 m by a surface vessel

Fig. 11. SSP in the sea trial.

moving at a speed of about 6–7 m/s toward a receiver. Due
to the surface waves affecting the towing vessel, the transducer
exhibited random oscillations around the main trajectory with an
average period about 10 s [23]; this resulted in a (time varying)
acceleration between the transmitter and receiver (see Fig. 12).
The received omnidirectional hydrophone was slowly drifting
at a depth of 400 m. The average SNR during the session is
about 11 dB. Fig. 13 shows fluctuations of the channel impulse
response in the sea trial, after removing the dominant time-
varying delay corresponding to the transmitter speed 6 m/s. It
is seen that the channel is characterized by a large number of
fast-varying multipath components.

The BER performance is shown in Table I for different coding
schemes, characterized by the code polynomial: [3 7], [23 35], or
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Fig. 12. Examples of the time–frequency autocorrelation function |AMBA(τ, Ωm )| in the sea trial. The delay values are shown with respect to the delay Ts = 1 s.
(a) Case of low acceleration. (b) Case of high acceleration.

Fig. 13. Fluctuations of the channel impulse response in the sea trial.

TABLE I
BER PERFORMANCE OF THE RECEIVER WITH THE THREE DOPPLER

ESTIMATORS; DATA RATE: 1/2 b/s/Hz

Doppler estimator Code [3 7] Code [23 35] Code [561 753]

CAF 4.5 · 10−3 8.5 · 10−4 2.0 · 10−5

SBA 0.30 0.34 0.37
MBA 4.8 · 10−3 9.2 · 10−4 0

[561 753] in octal. It can be seen that for all the codes, the MBA
method shows a performance similar to that of the CAF method,
and it is significantly better than the performance provided by the
SBA method. This result is similar to that obtained in Waymark
numerical experiments in Section V.

To investigate the detection performance against SNR, we
added extra noise recorded in the sea trial to the received signal.
Fig. 14 shows the dependence of the BER on SNR for the code
[561˜753]. It can be seen that the MBA Doppler estimator pro-
vides the BER performance similar to that of the CAF method
for the whole SNR range. At SNR = 11 dB, the MBA method
provides the detection without errors.

The low performance of the SBA method can be ex-
plained using Fig. 12(a) and (b) showing |AMBA(τ,Ωm )| with
seven Doppler sections, m = 1, . . . , 7. The variable m = 4 cor-

Fig. 14. BER performance of the receiver with the three Doppler estimators
in the sea experiment; data rate 1/2 b/s/Hz.

responds to Ωm = 0, i.e., AMBA(τ,Ω4) = ASBA(τ). Fig. 12(a)
illustrates a case, when the peak of |AMBA(τ,Ωm )| is in the
Doppler section m = 4; in this case, the SBA method performs
as the MBA method. However, in another case, illustrated by
Fig. 12(b), the peak is at m = 2, the SBA method cannot detect
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the peak, and, consequently, the detection performance of the
receiver is poor.

In this sea trial, the CAF method requires 61 Doppler sections,
whereas the MBA method requires only 7 Doppler sections;
thus, the complexity of the MBA method is significantly lower.
However, the BER performance of the two methods is similar,
whereas the SBA method cannot provide reliable detection.

VII. CONCLUSION

In this paper, we proposed and investigated a new MBA
method for Doppler estimation in fast-varying UWA channels.
The proposed method not only measures the time compression
over the estimation interval, but also the gradient of the time
compression, thus allowing more accurate (with time-varying
sampling rate) resampling of the received signal to compen-
sate for the Doppler distortions. The proposed method has been
compared with a SBA method and a method based on com-
puting the CAF between the received and pilot signals. The
results in shallow water simulation scenarios and in the deep-
sea trial demonstrate that the proposed method outperforms the
SBA method, and it is comparable in the performance to the
method based on computation of the CAF. However, the pro-
posed method requires significantly less computations.

APPENDIX

A. Derivation of the Multibranch Autocorrelation Method

We now show how the position of the maximum of
|ρ(τ,Ω, μ)|

{τmax,Ωmax, μmax} = arg max
τ ,Ω ,μ

|ρ(τ,Ω, μ)|

where ρ(τ,Ω, μ) is given by (10), relates to the Doppler param-
eters a1 and a2 in (9). Denote the product in the integral (10)
as

z(t) = s̃∗(t)s̃(μt + τ)ejΩt . (27)

Using (6), we obtain that

z(t) = s̃∗0 [t − τd(t)]s̃0 [(μt + τ) − τd(μt + τ)]

× ejωc [τd (t)−τd (μt+τ )]+jΩt . (28)

To achieve a maximum of |ρ(τ,Ω, μ)|, according to the Cauchy–
Bunyakovsky–Schwarz inequality [46], the following should be
satisfied:

s̃0 [t − τd(t)]e−jωc [τd (t)−τd (μt+τ )]−jΩt

= βs̃0 [(μt + τ) − τd(μt + τ)] (29)

where β is an arbitrary constant independent of time. To sat-
isfy this equality, we need, in particular, to guarantee that the
exponent in (29) is independent of time t. With the approx-
imation of the channel delay τd(t) as in (9), the component
τd(t) − τd(μt + τ) in the exponent can be represented as

τd(t) − τd(μt + τ) = −(a1τ + a2τ
2) (30)

+ (a1 − a1μ − 2a2μτ)t (31)

+ a2(1 − μ2)t2 . (32)

The first (time-independent) term (30) is absorbed in the con-
stant β, and therefore it can be ignored. Below, we will show
that the third term (32) can also be ignored. To remove the linear
dependence of the exponent on time due to the term (31), the
following should be satisfied:

ωc(a1 − a1μ − 2a2μτ) + Ω = 0. (33)

From this relationship, we arrive at the following estimate of
the parameter a2 :

â2 =
Ωmax + a1(1 − μmax)ωc

2μmaxτmaxωc
(34)

where instead of a1 its estimate can be substituted. Note that in
many scenarios, μmax ≈ 1 and, therefore, the estimate in (34)
can be simplified and made independent of a1

â2 =
Ωmax

2τmaxωc
. (35)

To guarantee (29), we also need to equate arguments of s̃0(·)
in both sides of this equation. Thus, we arrive at the relationship

t − τd(t) = (μt + τ) − τd(μt + τ) − Ts

where we also take into account that the signal s̃0(t) is periodic
with the period Ts . Using (9), this condition takes the form

(−a1τ − a2τ
2 + τ − Ts) (36)

+(a1 − a1μ − 2a2μτ + μ − 1)t (37)

+a2(1 − μ2)t2 = 0. (38)

Due to the time dependence present in this equation, we have to
make all the three terms equal zero. Note that the last term (38)
can be shown to be close to zero for all t ∈ [−Θ/2,Θ/2] (see
below), and therefore it can be ignored.

Making the first term (36) equal zero results in the following
relationship:

τmax =
1

2a2

(
k −

√
k2 − 4a2Ts

)

� Ts

k

(
1 +

a2Ts

k2

)
(39)

where k = 1 − a1 . This approximation is based on the facts that
k � 1, a2Ts � 1 (see below), and the approximation

√
1 − ε ≈

1 − ε/2 − ε2/8, applicable if |ε| � 1. If a2 = 0, we arrive at
the estimate of the parameter a1 given by

â1 = 1 − Ts

τmax
(40)

which is exploited in the SBA estimator. For a2 �= 0, from (39),
after some algebra, we arrive at the following estimate of a1 :

â1 = 1 − Ts

τmax
− α

Ωmax

2ωc
(41)

where α = [Ts/(kτmax)]2 � 1.
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Making the second term (37) equal zero results in the follow-
ing relationship:

μmax =
1

1 − 2a2 τmax
k

(42)

where instead of a2 its estimate â2 can be used. By substituting
â2 from (34) into (42), we obtain

μmax = 1 +
Ωmax

ωc
. (43)

Thus, μmax can be found from Ωmax. This simplifies the
Doppler estimation. According to (11), the statistic |ρ(τ,Ω, μ)|
needs to be computed at a 3-D grid. However, as μmax and Ωmax

are interdependent, only a 2-D grid over (τ,Ω) is sufficient.
Previously, the term a2(1 − μ2)t2 has been ignored for

t ∈ [−Θ/2,Θ/2] in (32) and (38); we now justify this step
in our derivation. In many applications, it can be assumed
that a < 1 m/s2 [22], [29], [35]. Assuming also that Δ is the
time-correlation interval of the signal s̃0(t), which is given by
Δ ≈ 1/F , the term a2t

2(1 − μ2) can be ignored if

ξ = |a2t
2(1 − μ2

max)| � Δ ≈ 1
F

.

From (42), taking into account that for |ε| � 1, (1 − ε)−2 �
1 + 2ε and τmax � Ts/k, we approximately have

1 − μ2
max

∼= −4a2Ts

k2 .

Therefore, it is sufficient to require that

ξmax = max
t∈[−Θ/2,Θ/2]

ξ =
a2Θ2TsF

4c2 � 1.

In our experimental scenarios, we have Θ = 1 s, Ts = 1 s,
F = 1024 Hz, c = 1500 m/s, and a < 1 m/s2 . For all these
scenarios, ξmax < 10−4 � 1; thus, this requirement is satisfied
with a significant margin.

When deriving (41), it was assumed that a2Ts � 1. Indeed, in
our scenarios with a < 1 m/s2 , a2Ts = aTs/(2c) < 1/3000 �
1, i.e., the assumption is satisfied with a significant margin.

We now analyze a possibility of setting μ = 1 in (11) to
further simplify the Doppler estimator. Such setting is pos-
sible if

|Θ − Θμmax| < Δ ≈ 1
F

or ΘF |1 − μmax| < 1, i.e., if the signal compression due to the
factor μmax over the observation interval Θ does not exceed the
signal autocorrelation interval Δ. For our scenarios, from (42)
we obtain

ΘF |1 − μmax| < 0.67 < 1

i.e., this requirement is satisfied and we can set μ = 1. Indeed,
with higher values of the measurement interval Θ and the fre-
quency bandwidth F , one of the components in (10) needs to be
prescaled with a compression factor μ related to the frequency
Ω as μ = 1 + Ω/ωc .

B. Complexity Analysis

Below, we analyze the complexity of the CAF, MBA, and
SBA methods in terms of real-valued multiply-accumulate
(MAC) operations, which is the typical operation in DSP pro-
cessors [47], [48].

1) Cross-Ambiguity Function Method: The computation of
one Doppler section of the CAF requires the resampling, fre-
quency correction, FFT, multiplication by the pilot sequence,
IFFT, computation of (square) magnitudes, and finding a maxi-
mum (see Fig. 3). For the resampling, the linear interpolation is
used, which requires four MACs for one complex-valued base-
band sample. The frequency correction requires one complex-
valued multiplication (4 MACs) per sample. The linear in-
terpolation and frequency correction need to be done NsNτ

times. The FFT and IFFT of size NsNτ are required. Assuming
that the FFT/IFFT is implemented using the split-radix algo-
rithm [49], its complexity is PFFT = 3NsNτ log2(NNτ ) MACs.
For multiplication by the (real-valued) pilot sequence, 2Ns

MACs are required. Instead of computing the CAF magnitude,
it is more practical to compute its square magnitude, which
requires 2NsNτ MACs. Finding the magnitude maximum re-
quires NsNτ MACs per Doppler section. In total, the compu-
tation of one Doppler section in the CAF Doppler estimator
requires

PCAF = 11NsNτ + 2Ns + 6NsNτ log2(NsNτ )˜MACs.

With Nτ = 2 and Ns = 1024, the complexity is PCAF ≈ 160 ·
103 MACs. It can be seen that the complexity is dominated by
computing the FFT and IFFT.

2) Multibranch Autocorrelation and Single-Branch Auto-
correlation Methods: The computation of one Doppler section
in the MBA method requires the frequency shift and compu-
tation of the autocorrelation according to (19), computation of
(square) magnitudes, and finding the maximum. The frequency
shift requires 4NsNτ MACs. The further complexity will de-
pend on the search area over the delay Λ = [Ts − τM , Ts + τM ].
If the search area Λ is large, the autocorrelation is preferably
computed using FFT and IFFT; on average (if FFTs in the con-
secutive estimation intervals are reused), for such computation,
one FFT and one IFFT are required. The autocorrelation compu-
tation requires 4NsNτ + 2PFFT MACs, where 4NsNτ MACs
are needed for multiplication of the FFT outputs. In total, when
using FFTs for computation of the autocorrelation, the com-
plexity of computing one Doppler section in the MBA method
is given by

PMBA = 8NsNτ + 2PFFT + 3|Λ|˜MACs,

where |Λ| denotes the size (cardinality) of Λ and the last term is
the complexity of computing the square magnitudes and finding
the maximum; note that typically |Λ| � NsNτ . In our scenar-
ios, with a maximum speed of ±7.3 m/s, we have τM ≈ 4.9 ms;
thus, |Λ| = 2τM NsNτ /Ts ≈ 40. With Nτ = 2 and Ns = 1024,
the complexity is PMBA ≈ 152 · 103 MACs. It can be seen that
similarly to the CAF computation, the MBA computation is
dominated by the complexity of computing the FFT and IFFT,
and therefore PMBA ≈ PCAF.
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However, if the search area Λ is small, the direct computation
according to (19) could be less complicated. The direct compu-
tation of the autocorrelation requires 4|Λ|NsNτ MACs. In this
case, the total complexity is

PMBA = 4NsNτ + 4|Λ|NsNτ + 3|Λ| MACs.

With Nτ = 2, Ns = 1024, and |Λ| = 40, the complexity is
PMBA ≈ 336 · 103 MACs, which is still higher than the com-
plexity of the computation using FFTs. Thus, in our scenarios,
the preferable implementation of the MBA method is the one
based on FFTs, and therefore, the complexity of computation of
one Doppler section PMBA is almost the same as PCAF.

The SBA method is a particular case of the MBA method, and
its complexity PSBA is similarly dominated by the computation
of the FFT and IFFT. Therefore, we have PSBA ≈ PMBA ≈ PCAF,
and to compare the complexity of the Doppler estimators, it is
enough to compare the number of Doppler sections 2Nd + 1
required by the estimators. In the SBA method, Nd = 0, and
only one Doppler section is used. For scenarios, considered in
this paper, the value of Nd in the MBA method is significantly
smaller than Nd in the CAF method. Thus, the complexity of the
MBA method is significantly lower than the CAF complexity.
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a solar powered unmanned underwater vehicle,” Int. J. Advanced Robot.
Syst., vol. 10, no. 4, pp. 185–198, 2013.

[20] O. Gal, “Unified trajectory planning algorithms for autonomous underwa-
ter vehicle navigation,” ISRN Robot., vol. 2013, 2013, Art. no. 329591.

[21] J. McColgan and E. W. McGookin, “Coordination of multiple biomimetic
autonomous underwater vehicles using strategies based on the schooling
behaviour of fish,” Robotics, vol. 5, no. 1, pp. 2–25, 2016.

[22] N. Parrish, S. Roy, and P. Arabshahi, “Symbol by symbol Doppler rate
estimation for highly mobile underwater OFDM,” in Proc. 4th ACM Int.
Workshop Underwater Netw., Berkeley, CA, USA, Nov. 2009, pp. 1–8.

[23] Y. V. Zakharov and A. K. Morozov, “OFDM transmission without guard
interval in fast-varying underwater acoustic channels,” IEEE J. Ocean.
Eng., vol. 40, no. 1, pp. 144–158, Jan. 2015.

[24] T. Yang, “Underwater telemetry method using Doppler compensation,”
U.S. Patent 6 512 720, Jan. 28, 2003.

[25] L. Wan, Z. Wang, S. Zhou, T. C. Yang, and Z. Shi, “Performance compari-
son of Doppler scale estimation methods for underwater acoustic OFDM,”
J. Elect. Comput. Eng., vol. 2012, pp. 1–11, 2012.

[26] M. Stojanovic, J. A. Catipovic, and J. G. Proakis, “Phase-coherent digital
communications for underwater acoustic channels,” IEEE J. Ocean. Eng.,
vol. 19, no. 1, pp. 100–111, Jan. 1994.

[27] T. J. Riedl and A. C. Singer, “Broadband Doppler compensation: Princi-
ples and new results,” in Proc. Conf. Rec. 45th Asilomar Conf. Signals,
Syst. Comput., 2011, pp. 944–946.

[28] K. A. Perrine, K. F. Nieman, T. L. Henderson, K. H. Lent, T. J. Brudner, and
B. L. Evans, “Doppler estimation and correction for shallow underwater
acoustic communications,” in Proc. IEEE Conf. Rec. 44th Asilomar Conf.
Signals, Syst. Comput., 2010, pp. 746–750.

[29] T. Arikan, T. Riedl, A. Singer, and J. Younce, “Comparison of OFDM and
single-carrier schemes for Doppler tolerant acoustic communications,” in
Proc. IEEE OCEANS Conf., Genova, Italy, 2015, pp. 1–7.

[30] Y. V. Zakharov and V. P. Kodanev, “Experimental study of an underwa-
ter acoustic communication system with pseudonoise signals,” J. Acoust.
Phys., vol. 40, no. 9, pp. 707–715, 1994.

[31] Y. V. Zakharov and V. P. Kodanev, “Doppler scattering adaptive reception
in a hydroacoustic communication channel,” J. Acoust. Phys., vol. 41,
no. 2, pp. 219–223, 1995.

[32] G. Jourdain, “Characterization of the underwater channel application
to communication,” in Issues in Acoustic Signal-Image Processing and
Recognition. New York, NY, USA: Springer-Verlag, 1983, pp. 197–209.

[33] S. M. Kay and S. B. Doyle, “Rapid estimation of the range-Doppler
scattering function,” IEEE Trans. Signal Process., vol. 51, no. 1, pp. 255–
268, Jan. 2003.

[34] A. E. Abdelkareem, B. S. Sharif, C. C. Tsimenidis, J. A. Neasham, and
O. R. Hinton, “Low-complexity Doppler compensation for OFDM-based
underwater acoustic communication systems,” in Proc. IEEE OCEANS
Conf., Spain, 2011, pp. 1–6.

[35] A. E. Abdelkareem, B. S. Sharif, and C. C. Tsimenidis, “Adaptive time
varying Doppler shift compensation algorithm for OFDM-based underwa-
ter acoustic communication systems,” Ad Hoc Netw., vol. 45, pp. 104–119,
2016.

[36] J. C. Peterson and M. B. Porter, “Ray/beam tracing for modeling the
effects of ocean and platform dynamics,” IEEE J. Ocean. Eng., vol. 38,
no. 4, pp. 655–665, Oct. 2013.

[37] P. Qarabaqi and M. Stojanovic, “Statistical characterization and compu-
tationally efficient modeling of a class of underwater acoustic communi-
cation channels,” IEEE J. Ocean. Eng., vol. 38, no. 4, pp. 701–717, Oct.
2013.

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on September 14,2020 at 14:13:00 UTC from IEEE Xplore.  Restrictions apply. 



LI et al.: MULTIBRANCH AUTOCORRELATION METHOD FOR DOPPLER ESTIMATION IN UNDERWATER ACOUSTIC CHANNELS 1113

[38] M. B. Porter, “The BELLHOP manual and users guide: Preliminary draft,”
Heat, Light, Sound Res., Inc., La Jolla, CA, USA, Tech. Rep. Rays/HLS-
2010-1, 2011.

[39] B. Henson, J. Li, Y. V. Zakharov, and C. Liu, “Waymark baseband under-
water acoustic propagation model,” in Proc. Underwater Commun. Netw.,
2014, pp. 1–5.

[40] B. Henson, “Waymark based underwater acoustic channel model,” Apr.
29 2017. [Online]. Available: https://www.york.ac.uk/electronic-en-
gineering/research/communication-technologies/underwater-networks/
resources/

[41] Y. V. Zakharov and A. K. Morozov, “Adaptive sparse channel estimation
for guard-free OFDM transmission in underwater acoustic channels,” in
Proc. UAC, Jun. 2013, pp. 1–4.

[42] J. G. Proakis, Digital Communications. New York, NY, USA: McGraw-
Hill, 1995.

[43] W. W. S. Wei, Time Series Analysis. Reading, MA, USA: Addison-Wesley,
1994.

[44] R. M. Hamson and R. M. Heitmeyer, “Environmental and system effects
on source localization in shallow water by the matched-field processing
of a vertical array,” J. Acoust. Soc. Amer., vol. 86, no. 5, pp. 1950–1959,
1989.

[45] D. F. Gingras, “Robust broadband matched-field processing: Performance
in shallow water,” IEEE J. Ocean. Eng., vol. 18, no. 3, pp. 253–264, Jul.
1993.

[46] I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, and Products.
San Diego, CA, USA: Academic, 2000.

[47] L. J. Karam et al., “Trends in multicore DSP platforms,” IEEE Signal
Process. Mag., vol. 26, no. 6, pp. 38–49, Nov. 2009.

[48] A. Bateman and S. I. Paterson, The DSP Handbook. Englewood Cliffs,
NJ, USA: Prentice-Hall, 2002.

[49] P. Duhamel and H. Hollmann, “Split-radix FFT algorithm,” Electron. Lett.,
vol. 20, no. 1, pp. 14–16, 1984.

Jianghui Li (S’16) received the B.S. degree in com-
munications engineering from Huazhong University
of Science and Technology, Wuhan, China, in 2011
and the M.Sc. degree in communications engineering
and the Ph.D. degree with receiving the K. M. Stott
Prize for excellent research in electronics engineer-
ing from the University of York, York, U.K., in 2013
and 2017, respectively.

From 2011 to 2012, he was a Research Assis-
tant with the Chinese Academy of Sciences, Beijing,
China. Since 2017, he has been a Research Fel-

low with the University of Southampton and National Oceanography Centre,
Southampton, U.K. His current research interests include adaptive signal pro-
cessing, underwater acoustics, and wireless communications.

Yuriy V. Zakharov (SM’07) received the M.Sc.
and Ph.D. degrees in electrical engineering from
the Power Engineering Institute, Moscow, Russia, in
1977 and 1983, respectively.

From 1977 to 1983, he was with the Special Design
Agency in the Moscow Power Engineering Institute.
From 1983 to 1999, he was with the N. N. Andreev
Acoustics Institute, Moscow. From 1994 to 1999,
he was with Nortel as a DSP Group Leader. Since
1999, he has been with the Communications Research
Group, University of York, York, U.K., where he is

currently a Reader in the Department of Electronics. His research interests in-
clude signal processing, communications, and acoustics.

Benjamin Henson (S’16) received the M.Eng. de-
gree in electronic engineering and the M.Sc. degree in
natural computation in 2001 and 2011, respectively,
from the University of York, York, U.K., where he is
currently working toward the Ph.D. degree in elec-
tronic engineering in the Communications Research
Group, Department of Electronics.

From 2002 to 2008, he was an Engineer at Snell &
Wilcox, Ltd., designing broadcast equipment. From
2008 to 2009, he was with SRD, Ltd., working on
image sonar designs. Then, from 2011 to 2013, he

worked on laser measurement equipment for Renishaw, plc. His interests in-
clude signal and image processing and acoustics.

Authorized licensed use limited to: UNIVERSITY OF SOUTHAMPTON. Downloaded on September 14,2020 at 14:13:00 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


