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ABSTRACT The dynamic topology, narrow transmission bandwidth, and limited energy of sensor nodes
in mobile underwater acoustic sensor networks (UASNs) pose challenges to design an efficient and robust
network for underwater communications. In this paper, we propose a novel machine learning-based clus-
tering and routing scheme, named energy-efficient clustering and cooperative routing based on improved
K-means and Q-learning (ECRKQ), to reduce and balance energy consumption among sensor nodes in a
mobile UASN and improve the bandwidth utilization. In the cluster head (CH) selection stage, ECRKQ
modifies the K-means algorithm to dynamically select a CH based on the residual energy of the node and
the distance from the node to the centroid in a cluster. In the clustering stage, ECRKQ adopts the Q-learning
algorithm by incorporating the residual energy of the CH, the energy consumption of data transmission from
the node to the CH, and the energy consumption of the data transmission from the CH to the base station into
the Q-value function. In the data transmission stage, ECRKQ applies the dynamic coded cooperation (DCC)
transmission to improve the bandwidth utilization and the robustness of the underwater communications.
In the DCC transmission, cooperative nodes are also dynamically selected based on the residual energy
and the energy consumption of transmitting a packet to their destinations. In the simulation, we apply the
ocean current drifting model to emulate the position variation of nodes caused by ocean currents in a mobile
UASN. The simulation results show that the proposed ECRKQ scheme can achieve more balanced energy
consumption among sensor nodes in a mobile UASN than that of the existing scheme.

INDEX TERMS K-means, Q-learning, cooperative communications, clustering and routing, underwater
acoustic communications.

I. INTRODUCTION
Applying underwater acoustic sensor networks (UASNs) is
a key technique in realizing Internet of underwater things
(IoUT), which can efficiently explore and utilize marine

The associate editor coordinating the review of this manuscript and

approving it for publication was Fang Yang .

resources [1], [2]. UASNs can provide various functions, such
as acoustic ranging, underwater positioning, and navigation,
and a UASN has been widely used in marine data collection
and underwater resource exploration activities, thus attracting
much attention [3]. Many countries have established regional
and international cabled seabed observation networks based
on different scientific observation goals, such as the Neptune
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seabed observation network in Canada (NEPTUNE), the
Mars observation network (MARS), and the Seaweb network
in the United States [4], [5].

Due to the harsh marine environment, it is challenging
to design a reliable UASN, where the energy consumption
of sensor nodes in the UASN are balanced. In the dynamic
topology of UASNs, some destination nodes will be further
away from their source nodes due to the movement of ocean
currents, leading to the source nodes consume more trans-
mission energy. As a result, the energy consumption of the
nodes in a UASN are unbalanced. In addition, due to nar-
row transmission bandwidth and high propagation delay of
underwater communications, thewireless channels inUASNs
always lead to very low utilization. All these characteristics
require a high robustness underwater transmission protocol,
which can improve channel utilization, balance the energy
consumption of the nodes in a UASN, and extend the life time
of the UASN.

Clustering can effectively improve the energy efficiency of
UASNs by dividing sensor nodes into multiple clusters [6].
S. Souiki et al. in [7] proposed a clustering algorithm based on
the fuzzy C-means mechanism, where each sensor node joins
the cluster whose center to the sensor node is the shortest.
After all the nodes join a cluster, the method then selects the
node with higher residual energy as the cluster head (CH) for
each cluster. All non-CH nodes send the data to their CH,
and then the CH performs data aggregation and sends data to
the base station (BS) in the single-hop or multi-hop modes.
However, for each non-CH node, selecting a cluster based
on the distance to a cluster center is not the optimal choice.
K. Li et al. in [8] proposed the machine learning-based
energy-efficient clustering (QLEC) algorithm for terrestrial
wireless communications, which uses the distributed energy-
efficient clustering algorithm in the CH selection stage and
the Q-learning algorithm in the clustering stage. Non-CH
nodes dynamically select a CH according to the reward func-
tion, which jointly considers the residual energy of the CH
and the energy consumed by the non-CH nodes in sending
data to the CH. This dynamic clustering method provides
a new idea for underwater clustering to handle underwater
nodes floating along with ocean currents. Cluster routing
plays an important role in energy saving for sensor nodes.
Inmost underwater routing techniques, data packets are trans-
mitted from bottom to top in a multi-hop transmission mode,
where CHs are responsible for the data aggregation and relay.
Therefore, the energy of nodes and CHs close to the BS are
easily exhausted, thus resulting in energy holes in UASNs [9].

Motivated by [8], we propose the Energy-efficient
Clustering and cooperative Routing protocol based on
improved K-means and Q-learning (ECRKQ) to address the
energy holes, nodes drift, and narrow bandwidth problem in
a UASN. Basically, ECKRQ utilizes dynamic coded cooper-
ation (DCC) [10] and machine learning techniques.

The main contributions of this paper are as bellow:
1) In the CH selection stage, the modified K-means algo-

rithm is applied to dynamically select CHs, which takes the

distance between nodes and centroid as well as the residual
energy of nodes into consideration.

2) In the clustering stage, we modify the reward function
for Q-learning in [8]. The new reward function incorporates
the energy consumption of the CH in transmitting data to
the BS, the residual energy of the CH, and the energy con-
sumption of non-CHs in transmitting data to the CH. The
new reward function will significantly improve the energy
efficiency of the entire network.

3) As compared to the traditional single-hop or multi-hop
transmissions, we introduce DCC in non-CHs to their CHs
transmissions and CHs to the BS transmissions, thus sav-
ing energy and improving bandwidth utilization. The energy
consumption of DCC based transmission is calculated by the
energy consumption model of underwater acoustic coopera-
tive transmission, and the cooperative nodes are dynamically
selected by Q-learning to balance the energy consumption
among the nodes.

4) Since underwater sensor nodes will change their loca-
tions along with the ocean currents in an ocean environment,
we apply the ocean current drifting model [11] to simulate the
position changes of the nodes, which can accurately reflect
the performances of the proposed ECRKQ scheme and the
comparison scheme in a real marine environment.

The rest of this paper is organized as follows. In Section II,
we briefly introduce the related work of the clustering
algorithm in UASNs. The system model is introduced in
Section III. Section IV presents the proposed ECRKQ pro-
tocol, including the cluster head selection, clustering, and
data transmission phases. The simulation results are shown
and analyzed in Section V. Finally, Section VI concludes the
paper.

II. RELATED WORK
In order to overcome the unreliability and large path loss
of underwater acoustic channels, cooperative transmis-
sion as an ideal solution has been applied to underwater
acoustic communications. For the relay-based cooperative
communications, multiple relay strategies can be applied,
e.g., amplify-and-forward (AF), decode-and-forward (DF),
compression-and-forward (CF) and coded cooperation
(CC) and dynamic coded cooperation (DCC) [10], [12].
H. Nasir et al. in [13] proposed cooperative depth based rout-
ing (CoDBR) for UASNs. In CoDBR, source node broadcasts
its data to two relay nodes and a destination node. The relay
nodes forward data to the destination node using AF tech-
nique. Three received copies are combined at the destination
using diversity combining technique. The CoDBR consumes
a significant energy due to the mechanism of one source
and two relay nodes in forwarding packets. Also, the trade-
off between link availability and energy conservation has
been discussed in CoDBR. In [14], an efficient cooperative
opportunity routing (EECOR) protocol have been proposed
to forward packets to the surface sink. The forwarding relay
set is determined by the source node according to the relay
nodes’ local information, and then the fuzzy logic based relay
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selection scheme is adopted to select the optimal relay node
according to the relay node’s energy consumption ratio and
the probability of transmitting packets.

Clustering technique is an appealing choice to construct
a UASN and achieve an efficient routing. N. Javaid et al.
in [15] proposed a region-based cooperative routing protocol
(RBCRP) for AF technique in UASNs, where the cluster-
ing technique can convert the global communications into
the local communications for saving energy. G. Liu et al.
in [16] proposed a hierarchical multi-path routing-LEACH
(HMR-LEACH) algorithm to optimize the CH selection by
considering multi-hop transmissions. When selecting a trans-
mission path, the HMR-LEACH algorithm takes the energy
and distance of each hop into account. R. Hou et al. in [6]
proposed an energy-balanced unequal layering clustering
(EULC) algorithm to improve the energy efficiency of acous-
tic sensors. In the CH selection, the residual energy of the
node, the distance to the sink node, and the node degree
are considered. Meanwhile, the next hop for a node is also
optimized according to the residual energy and distance of
the neighboring nodes. Z. Zou et al. in [17] proposed a
clustering-based adaptive routing algorithm (CBAR) to meet
the needs of large-scale UASNs by optimizing the network
structure. Inspired by the focused beam routing and hop-
by-hop dynamic addressing routing protocols, the CBAR
algorithm is designed to achieve better performance in large
unmanned aerial systems, which can significantly reduce the
energy consumption of the network and improve the life cycle
of nodes. The purpose of energy utilization is not only to
extend the network life, but also to mitigate the appearance
of energy holes. In addition, J. Zhang et al. in [18] proposed
an interference-aware data transmission protocol based on
cellular clustering structure, which uses intra-cell hierarchical
routing to achieve reliable data transmission for UASNs.
K. G. Omeke et al. in [19] proposed a K-means clustering
scheme based on distance and energy constraints (DEKCS)
to select CHs for UASNs.

On the other hand, in the field of terrestrial wireless com-
munication network, many clustering [20] and routing proto-
cols [21, 22], which try to resolve the energy hole issue, have
also been proposed in application scenarios. D. Zhang et al. in
[22] proposed a new greedy forwarding improvement routing
method for a mobile ad hoc network, where a forwarding path
is determined by the quality of the link, the distance between
the candidate node and the destination node, and the number
of neighbor nodes. A. Khalid et al. in [23] proposed a life
cycle maximization protocol based on the analytical hierar-
chal process and genetic clustering to solve the challenge of
embedding energy-constrained devices in IoT. F. Fanian et
al. in [24] used the shuffled frog leaping algorithm (SFLA)
to propose a fuzzy multi-hop clustering protocol (FMSFLA).
The FMSFLA considers parameters including energy, dis-
tance from the BS, the number of neighboring nodes, node
distance from the BS, mean route load, delay, overlap, and

FIGURE 1. The model of cooperative UASNs for the proposed ECRKQ
scheme.

the problem of hot spots, to achieve the best application-based
performance.

In real ocean environments, dynamic routing of UASNs
becomes a key technique due to the change of underwa-
ter topology causing by current movement. The Q-learning
based clustering and routing algorithm has the potential to
adaptively and dynamically optimize the network in response
to environmental changes. The literatures [25]–[29] propose
to apply Q-learning in designing routing protocols in the
context of UASNs. V. D. Valerio et al. in [29] proposed a
data forwarding scheme, i.e., channel-aware reinforcement
learning-basedmulti-path adaptive (CARMA) routing, where
a node, guided by CARMA, can adaptively switch between
single-path and multi-path routing, thus optimizing route
energy consumption and packet delivery ratio.

III. SYSTEM MODEL
In this section, wewill describe the cooperativeUASNmodel.
The clustering structure is shown in Fig. 1, where underwater
acoustic sensors with yellow colored indicate CH nodes, and
the ones with white colored are non-CH nodes. A black
and blue solid line represents the direct transmission from
a non-CH node to a CH node and from a CH node to
the BS, respectively, and a red dashed line represents the
dynamic coded cooperation (DCC) transmission, which we
will explain in Section III. A. We assume that the transmis-
sion radius of a sensor node is r , and so when the distance
between a source and its destination node exceeds r , the DCC
transmission will be adopted. For example, Node 1 uses the
DCC transmission to send data to CH3 with the assistant of
Node 2, while Node 2 uses direct transmission to send data
to CH3; CH3 uses the DCC transmission to send data to
the BS, while CH2 uses direct transmission sending data to
the BS. Table 1 summarizes key symbols used throughout the
paper.
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TABLE 1. List of key symbols.

A. THE COOPERATIVE TRANSMISSION
MECHANISM IN THE UASNs
Cooperative transmission is to use a cooperative/relay node to
assist the communications from a source node to a destination
node. In general, there are three types of cooperative trans-
mission, i.e., DF/AF cooperation, coded cooperation, and
dynamic coded cooperation. As shown in Fig. 2, in DF/AF
cooperation, a cooperative node decodes/receives the infor-
mation bits and codewords from node i (i.e., the source node)
in the listening phase, and then re-modulates/amplifies and
retransmits them to node i+1 (i.e., the destination node) in the
collaboration phase. Different from DF/AF cooperation, the
cooperative node in the coded cooperation (CC) only relays
the codewords in the collaboration phase, thus reducing the
length of the collaboration phase. DCC is based on the rate
compatible codes mechanism [12]; hence, the cooperative
node will receive and decode the information bits and portion
of the redundancy bits in the listening phase [10], [12], derive
the rest of the redundancy bits based on the received bits, and

FIGURE 2. Bandwidth efficiency for different cooperative schemes [30].

relay the derived redundancy bits in the collaboration phase.
Thus, node i + 1 will receive the superimposed redundancy
bits, one from node i and the other from the cooperative node.
In DCC, the length of the listening plus collaboration phases
for the cooperative node equals to the length of transmission
time for node i. Hence, there is no extra transmission time
scheduled, thus leading to much higher bandwidth efficiency
than AF, DF, and CC [10], [30].

The listening phase of the cooperative node in DCC is
adjustable. That is, if the channel condition from node i to the
cooperative node is sufficiently good, the cooperative node
can accurately decode all the information bits, and then derive
all the redundancy bits based on the decoded information
bits, and so the listening phase of the cooperative node is
the same as the period of node i in transmitting information
bits, denoted as ρ. If the channel condition from node i to the
cooperative node is bad, the cooperative node has to decode
not only information bits but also portion of the redundancy
bits in order to derive the rest of the redundancy bits. Denote
1 and l as the total number of redundancy bits and number
of redundancy bits that need to be decoded in the listening
phase for the cooperative node, respectively. Thus, the size of
the listening phase of the cooperative node in DCC, denoted
as Nli, can be calculated as [12]

Nli = ρ +
N − ρ
1

l, (1)

where N is the size of the period for node i in transmitting
data to node i + 1. More detailed information of the DCC
transmission model can be found in our previous work [10].

B. UNDERWATER ACOUSTIC ENERGY
CONSUMPTION MODEL
The model to estimate the minimum transmission power in
underwater acoustic communication is adopted based on the
model in [19], [20]. Denote P0 as the minimum received
power to successful receive a packet. LetU (d) be the attenua-
tion of transmitting underwater acoustic signals between two
nodes with the distance of d . Then, the minimum transmis-
sion power is [30]

P = P0 · U (d) , (2)
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where

U (d) = (1000× d)m · [γ (f )]d . (3)

Here, m is the environmental coefficient (where we take
m = 1.5 for shallow water acoustic channels) and γ (f ) is the
absorption coefficient under carrier frequency f . We often use
the Thorp’s formula to formulate γ (f ), i.e.,

10 log10 γ (f ) =
0.11f 2

1+ f 2
+

44f 2

4100+ f 2
+ 2.75

×10−4f 2 + 0.003. (4)

The optimal choice of f is based on the empirical formula
below [30]:

fopt =
(
200
d

) 2
3

. (5)

If cooperative nodes participate in the DCC transmissions,
the total energy consumption of a transmission is the sum of
the energy consumption of node i, node i+ 1, and the corre-
sponding cooperative node. The formula for calculating the
total energy consumption for transmitting a packet, denoted
as E , is

E = P0
U
(
di,i+1

)
+ λ× U

(
dc,i+1

)
1+ λ

× T , (6)

where U (di,i+1) and U (dc,i+1) are the underwater sound
attenuation between node i and node i + 1 and between
the cooperative node and node i + 1, respectively, T is the
transmission time of node i, and λ is a binary indicator to
imply if DCC is needed, i.e.,

λ =

{
0, di,i+1 < rmax, for non DCC-cooperation,
1, di,i+1 > rmax, for DCC cooperation,

(7)

where rmax is the maximum distance between two nodes to
determine if a cooperation node is needed for achieving the
DCC transmission.

C. DRIFTING MODEL FOR UNDERWATER SENSOR NODES
The drifting model in [11] is to characterize the underwater
sensor nodes’ movement due to meandering sub-surface cur-
rents and vortices. This model considers sensors moving by
the effect of meandering sub-surface currents and vortices.
The domain model is representative of a large coastal envi-
ronment, which is typically the marine environment where
a UASN is deployed. Specifically, assume that rectangular
coordinates are established on the sea surface, and the posi-
tion of the underwater sensor node is denoted as 2 = (x, y).
Then, the non-dimensional form of the meandering jet model
is described by a stream function ψ [11]:

ψ (x, y, t)=− tanh

 y−B (t) sin
(
κ(x−cphaset)

)√
1+κ2B2 (t) cos2

(
κ(x−cphaset)

)
 ,
(8)

where tanh(·) is the hyperbolic tangent function, t is the time
in a day, κ is the number of meanders in the unit length,

cphase is the phase speed with which they shift downstream,
and B(t) means the amplitude function of the meander. B(t)
can be calculated by

B (t) = B0 + ϕ · cos (ωt) , (9)

where B0 is the average width of the meander in km, ϕ is the
amplitude in km, ω is the frequency.

IV. THE PROPOSED ECRKQ PROTOCAL FOR UASNS
In this section, we propose the ECRKQ protocol for coop-
erative UASNs. The algorithm comprises three stages, i.e.,
the CH selection, clustering, and data transmission stages.
In general, in the CH selection, the CH for each cluster
is selected based on the distance between a node and the
centroid of the cluster (which is calculated according to
K-means) and the residual energy of the node; in the cluster-
ing stage, Q-learning is utilized to group different nodes into
different clusters. In the data transmission stage, a new DCC
based routing method is proposed to select suitable cooper-
ative nodes to enhance the reliability of the transmissions,
while balancing the energy consumption among different
nodes. ECRKQ is summarized in Algorithm 1.

A. CLUSTER HEAD SELECTION STAGE
The CH plays a key role in a UASN, and ECRKQ will
dynamically clusters different nodes and select a CH for each
cluster. Meanwhile, the number of clusters in a UASN is
always tricky. That is, too many clusters created could waste
of resources, and creating too few clusters may result in more
isolated nodes and increase the burden of the BS. In order
to compare the performance of the CH selection and routing
methods for the two algorithms (i.e., QLEC and ECRKQ),
the K-means method is also used in ECRKQ to calculate the
centroid of a cluster. However, we slightly modify the CH
selection based on the K-means method such that a CH is
selected based on not only the distance between a node and
the centroid of the cluster but also the residual energy of the
node. Specifically, the number of clusters in a UASN, denoted
as K , can be calculated by [8]:

K =
3M3

4π · r3
, (10)

where r is the radius of a node transmission range, M3

indicates the size of a UASN, which is assumed to be a cube,
and M is the length of an edge for the cube.

Once the value of K has been determined, all the Nu
underwater nodes are first roughly divided into K clusters
according to their positions. For each cluster a initialized
centroid is randomly selected within a cluster. Accordingly,
the Euclidean distance between the centroid of cluster k
(where k = 1,2,. . . , K ) and node i (where i = 1, 2, . . . ,Nu),
denoted as Di,k , can be calculated by

Di,k =
∥∥∥2i −2

centroid
k

∥∥∥ , (11)

where 2centriod
k and 2i are the coordinate of the centroid

for cluster k and node i, respectively. For each node i, it is
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Algorithm 1 The Proposed ECRKQ Protocol Algorithm
1 Stage 1: Distance calculation stage
2 Initialized d(i, j), Nu, 2.
3 Generate Nu nodes, and positions 2 are

randomly generated
4 The sink node broadcasts information.
5 for i, j = 1,2,3,. . . , Nu do
6 Calculate the distance matrix d(i, j);

7 d (i, j)=
√
[2(i, 1)−2(j, 1)]2+[2(i, 2)−2(j, 2)]2;

8 end for
9 Calculate the number of CHs K based on the

network size according to Eq. (10).
10 for j1 = 1, 2, 3, . . . ,NP do
11 Stage 2: CH selection stage
12 Initialize centroids.
13 for j2 = 1, 2, 3, . . . ,Niter do
14 Calculate the centroids using the K-means

algorithm based on Eqs. (11), (12), (13) and (14);
15 end for
16 Find the CH based on the residual energy of the

node and the distance from the node to
the centroids based on Eq. (15).

17 for k = 1,2,3,. . . , K do
18 Stage 3: Clustering stage
19 Initialize the Q table for each cluster.
20 Calculate the energy consumption of each node

in transmitting a packet to the CH according to
Eq. (6).

21 Calculate the energy consumption of each CH to
transmit a packet to the BS according to Eq. (6).

22 Calculate the Q value of node clustering
according to Eqs. (16), (17) and (18).

23 Form clusters according to the maximum
Q value.

24 Stage 4: Data transmission stage
25 Data transmission in each cluster:
26 Calculate the energy consumption of cooperative

transmission from non-CHs to the CH, and select
cooperative node according to Eq. (6).

27 end for
28 Data transmission from CH to the BS:
29 Calculate the energy consumption of cooperative

transmission from the CH to the BS according to
Eq. (6), and select cooperative node according to
Eqs. (19) and (20).

30 Keep track of the residual energy of each node.
31 Apply the ocean current drifting model to

update node positions according to Eq. (8).
32 end for

associated with the cluster, whose centroid has the shortest
Euclidean distance to node i, i.e.,

δi = argmin
k

{
Di,k |k = 1, 2, · · · ,K

}
, (12)

FIGURE 3. The agent-environment interaction in Q-learning.

where δi denotes node i belongs to which cluster. After each
node has been associated with a cluster, the centroid of each
cluster k needs to be updated based on

2centroid
k :=

1∣∣Ck
∣∣ ∑
i∈Ck

2i, (13)

where Ck is the set of nodes that is currently in cluster k ,
i.e., Ck

= {i|δi = k}, and |Ck
| denotes the number of nodes

in cluster k . In each iteration, each node is associated with a
cluster based on Eq. (12), where the centroids are derived in
the previous iteration. After all the nodes have updated their
association to the clusters, each cluster would recalculate its
centroid based on Eq. (13). The iteration continues until the
value of

K∑
k=1

∑
i∈Ck

∥∥∥2i −2
centroid
k

∥∥∥ (14)

cannot be further increased or the maximum number of iter-
ations Niter is reached. The derived K centroids, i.e., 2 =

{2centroid
1 , 2centroid

2 , . . . ,2centroid
k }, will be used to select

CHs. Basically, a CH is selected according to the distance
from the candidate CH nodes to the centroid of its cluster and
the residual energy of the candidate CH nodes, i.e.,

PCHi = σ1 · d
centroid
i − σ2 · ε

res
i , (15)

where PCHi is the index of node i being selected as the CH,
dcentroidi is the distance between node i and the centroid (i.e.,
dcentroidi = Di,k , where k = δi), εresi is the residual energy
of node i, and σ1 and σ2 are the weights associated to the
two items. Normally, a node with the minimum value of PCHi
among all the nodes in a cluster will be selected as a CH.

B. CLUSTERING STAGE
After the centroids and CHs are calculated, the nodes in the
network have to be reassociated to a specific CH/cluster by
balancing the energy consumption among nodes, which is
referred to as the clustering problem.We adopt the Q-learning
algorithm to solve the clustering problem.

As shown in Fig. 3, the agent chooses an action in the
current state. After interactingwith the environment, the envi-
ronment will give a reward feedback, and so the agent will
transfer from one state to a new state.

DenoteQ(St , At ) as the Q-value function, which represents
the value of taking action At in state St under the policy:

Q (St ,At) = Rt + γ ·
∑

St+1∈8

PAtStSt+1 maxQ (St+1,At), (16)
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where Rt is the reward function, γ ∈ (0, 1) is the discount
factor, PAtStSt+1 is the probability of state St+1 from state St ,
and 8 is the set of all the states.
Specifically, let Q table be a matrix with K rows and Nu

columns. Action At represents the operation of associating
node i (i = 1, 2, . . . ,Nu) to the CH of cluster k (k =
1, 2, . . . ,K ) at time t , and St represents the environmental
state at time t , including the residual energy of node i, the total
energy consumption of node i in transmitting a packet to the
CH of cluster k , and the CH of cluster k in transmitting a
packet to the BS at time t . Under the policy based on Eq.
(16), the agent repeatedly explores the actions of each node
associating with the K CHs and finally selects the optimal
clustering solution, which incurs the maximum Q-value.

Note that the reward function is critical to the design of
Q-learning algorithm applied to a specific problem. In the
proposed ECRKQ algorithm, when any non-CH node i sends
data to the CH of cluster k , the reward function is defined as

Ri,k = −g+ α1 ·
(
εresi + ε

res
k + λ · ε

res
c
)

−α2 · ε
con
i,k − α3 · λ · ε

con
c,k − α4 · ε

con
k,BS , (17)

where −g is a constant value to indicate punishment for a
node in sending a packet since any transmission consumes
the energy of the transmitter, the receiver, and the cooperative
node, εires and εk res are the residual energy of node i and the
CH of cluster k , respectively, εi,k con, εc,k con, and εk,BS con are
the energy consumption of node i in transmitting a packet to
the CH of cluster k , the cooperative node c in transmitting a
packet to the CH of cluster k , and the CH of cluster k in trans-
mitting a packet to the BS, respectively, and α1, α2, α3, and
α4 are the weights associated to the four items, respectively.
Also, in order to prevent a node directly transmitting a packet
to the BS, we assume the related reward function is negative
infinity, i.e.,

Ri,BS = −∞. (18)

C. DATA TRANSMISSION STAGE
During the data transmission, we use DCC to reduce energy
consumption of the nodes and enhance the reliability of the
transmission. However, cooperative node selection is very
critical. Always choosing the node with the lowest energy
consumption for transmitting data to the CH as the coop-
erative node would lead to the cooperative node drain out
quickly. Thus, we introduce to dynamically select coopera-
tive nodes to balance the energy consumption among nodes.
Specifically, we select the node with the maximum Ei among
the candidates, where

Ei = η1 · εresi − η2 · ε
con
k,BS − η3 · ε

con
i,BS . (19)

Here, εresi is the residual energy for node i, εconk,SB and εconi,BS
is the energy consumption of transmitting a packet from
the CH of cluster k to the BS and from node i to the BS,
respectively, and η1, η2, and η3 are the weights for the three
items. As mentioned before, the node with the maximum Ei

FIGURE 4. The convergence analysis of the K-means based CH selection
and Q-learning based clustering algorithms in ECRKQ.

is selected as the cooperative node, i.e.,

c = argmax
i
{Ei} , (20)

where c is the index of the node that is selected as the
cooperative node.

D. COST ANALYSIS OF THE PROPOSED ECRKQ
The number of iterations in the CH selection and clustering
stages mainly determines the complexity of the ECRKQ. So,
we measure the number of iterations for the K-means based
CH selection and Q-learning based clustering algorithms in
ECRKQ to analyze the complexity. As shown in Fig. 4,
the blue solid line represents the convergence of PCHi as
described in Eq. (15), and the four dashed lines represent the
Q values (calculated by Eq. (16)) of different clusters under
different iterations.We can see that the Q-learning based clus-
tering algorithm can quickly converge after 2 iterations, and
K-means based CH selection is converged after 3 iterations,
thus demonstrating the low complexity of ECRKQ.

V. SIMULATION
Owing to some unresolved hardware challenges to achieve
the underwater acoustic communications, most of the UASNs
communications protocols are designed and validated their
performance via simulations [6], [14], [18], [19], and so
we also verify the efficiency of the proposed ECRKQ via
the MATLAB simulator by comparing the performance of
ECRKQ with QLEC.

A. SIMULATION SETUP
There are Nu = 60 underwater sensor nodes that are ran-
domly generated in a 4 km×12.5 km area. These underwa-
ter sensor nodes have the same initial energy capacity and
communications range. The initial energy of each node is
5,000 kJ. We assume that the BS can harvest the energy from
solar or wind, and so its energy is sufficient. The data packet
size is 50 bytes; the transmission rate is 1 kbps. The value
of rmax, which is the maximum distance between two nodes
to determine if a cooperative node is needed for the DCC
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FIGURE 5. The residual energy of each node for dynamic selection of CH and fixed selection of CH after the 70th packet transmission.

FIGURE 6. The residual energy of nodes with fixed selection of cooperative nodes after different packets’ transmission.

transmission, is set to be rmax = 2.5 km. For the drifting
model, its parameters are as follows: B0 = 1.2, cphase = 0.12,
κ = 2π/7.5, ω = 0.4, and ϕ = 0.3.

B. THE IMPACT OF DYNAMICALLY SELECTING CH AND
FIXED SELECTING CH ON ENERGY CONSUMPTION
OF THE NETWORKS
The K-means algorithm divides nodes into different clusters
based on their distances to other nodes. If the node that is the
nearest to the centroid is selected as a CH, then the battery of
this node will be quickly drained out. Hence, in the proposed
ECRKQ, we select the CH according to the distance from the
node to the centroid and the residual energy of the node. In
this section, we will compare the performance in terms of the
network energy consumption between the fixed CH selection
and dynamic CH selection schemes.

Fig. 5 shows the residual energy of each node for dynamic
CH selection and fixed CH selection after transmitting
70 packets from sensor nodes to their CHs. We can see that,
for the fixed CH selection scheme, nodes 20, 29, 39, and
41 exhaust their energy after the 70th packet transmission.
For the dynamic CH selection scheme, on the other hand,
the energy consumption are more balanced among the nodes,
and so no node is drained its battery after the 70th packet
transmission. Therefore, the dynamic CH selection scheme in
the proposed ECRKQ can balance the energy consumption of
nodes and extend the life of the network.

C. THE ENERGY CONSUMPTION FOR DYNAMICALLY
SELECTING COOPERATIVE NODES AND FIXED
SELECTING COOPERATIVE NODES
TheDCC transmission can improve bandwidth efficiency and
enhance network reliability. Traditionally, the node with the
lowest transmission energy consumption will be selected as
the cooperative node, and so its battery would be quickly
drained out. In order to better balance the energy consumption
among the nodes, we dynamically select cooperative nodes,
considering both residual energy and transmission energy
consumption of the nodes.

We compared the residual energy of each node between
the fixed cooperative node selection and dynamic coopera-
tive node selection scheme at the 42nd, 72nd, 80th and 84th

packet transmission. As shown in Fig. 6, the fixed cooperative
node selection leads to nodes 36, 38, and 41 drain out their
batteries after the 84th packet transmission. However, for the
dynamic cooperative node selection in the proposed ECRKQ
algorithm, the energy consumption among different nodes is
more balanced and the average residual energy is higher than
that of the fixed cooperative node selection, which can be
demonstrated based on the results in Fig. 7.

Furthermore, Fig. 8 shows how the variance of residual
energy changes with respect to the number of packet trans-
missions. It can be seen that due to the dynamic CH and
cooperative node selection, the variance of residual energy for
all the nodes in the proposed ECRKQ protocol is the smallest.
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FIGURE 7. The residual energy of nodes with dynamic selection of cooperative nodes after different packets’ transmission.

FIGURE 8. The variance of residual energy changes with the number of
packet transmission.

Therefore, the proposed scheme has more balanced residual
energy among the nodes, and thus can better avoid the energy
holes.

D. THE PERFORMANCE COMPARISON BETWEEN THE
PROPOSED ECRKQ AND THE QLEC
Based on the same parameter settings, Figs. 9 and 10 show
the network clustering results and the corresponding trans-
mission modes for the QLEC and ECRKQ schemes with and
without node drifting, respectively. Here, a circle represents
a sensor node, and different colors indicate different clusters.
A circle with black cross symbol indicates the node is selected
as a CH. Also, a circle with black triangular symbol implies
the node requires DCC transmission.

From Figs. 9 (a) and 10 (a), we can find that after the
clustering, all the nodes are using single-hop transmission to
transmit data to the CH in each cluster in QLEC. Yet, from
Figs. 9 (c) and 10 (c), after the clustering, some nodes in
a cluster adopt DCC transmission in ECRKQ. On the other
hand, with respect to the transmissions from the CH to the
BS, as shown in Figs. 9 (b), 9 (d), 10 (b) and 10 (d), the CH
uses single-hop transmission when transmitting data to the
BS in the QLEC scheme; however, the CH uses the DCC
transmission to send packets to the BS in the ECRKQ scheme.

By comparing with the results in Figs. 9 and 10, it can
be found that, compared with the results after the 3rd packet

transmission, the sensor nodes in the UASN drift due to the
movement of ocean currents after the 80th packet transmis-
sion. It can be observed from Figs. 10 (b) and 10 (d) that, there
are some isolated nodes after node drifting when adopting
the QLEC scheme. However, there is no isolated node when
adopting the ECRKQ scheme with no data loss.1 This means
that the proposed ECRKQ scheme can better maintain the
integrity and reliability of data collection and transmission
than the QLEC scheme.

In order to further analyze the variation of node energy
holes, Fig. 11 shows the residual energy distribution of
each node in the UASN after different packet transmissions.
Fig. 11 (a) shows the results after the 40th packet trans-
mission. In this case, the energy consumption of each node
in the QLEC scheme and the ECRKQ scheme is relatively
balanced. However, the residual energy of most of the nodes
in the ECRKQ scheme is higher than that of the QLEC
scheme. Fig. 11 (b) shows the results after the 72th packet
transmission. Node 15 of the QLEC scheme has already been
drained out, and the nodes 14 and 56 will be drained out very
soon. Yet, the residual energy of all the nodes in the ECRKQ
scheme is rather balanced, avoiding the energy holes. Fig.
11 (c) shows the results after the 100th packet transmission.
It can be observed that a large number of nodes are drained
out in the QLEC scheme, while all the nodes in the ECRKQ
scheme have enough and balanced residual energy to properly
conduct sensing and data transmission tasks.

Fig. 12 shows the number of dead nodes (i.e., the nodes
whose batteries are drained out) changes with respect to the
number of packet transmissions for the two schemes. It can
be observed that the nodes in the QLEC scheme start to
die after the 72nd packet transmission. As the number of
packet transmissions increases, the number of dead nodes
increases. After the 130th packet transmission, the number
of dead nodes reaches half of the total. However, in the
ECRKQ scheme, the first dead node appears in the 130th

packet transmission. This is because the energy consumption
of each packet transmission in the proposed ECRKQ scheme

1Isolated nodes are defined as underwater sensor nodes that cannot be
clustered with other nodes in the network, and thus finally leads to data
losses.
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FIGURE 9. The results after the 3rd packet transmission when node drifting is applied: (a) clustering results of QLEC scheme;
(b) transmission mode from CHs to BS in QLEC scheme; (c) clustering results of ECRKQ scheme; (d) transmission mode from CHs to BS in
ECRKQ scheme.

FIGURE 10. The results after the 80th packet transmission when node drifting is applied: (a) clustering results of QLEC scheme;
(b) transmission mode from CHs to BS in QLEC scheme; (c) clustering results of ECRKQ scheme; (d) transmission mode from CHs to BS in
ECRKQ scheme.

is much lower and the energy consumption is more balanced
among the nodes.

Fig. 13 shows the variation of the total residual energy of
the nodes with respect to the number of packet transmissions
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FIGURE 11. The residual energy of the nodes for the two schemes: (a) after 40th packet transmission; (b) after 72nd packet transmission; (c) after
100th packet transmission.

FIGURE 12. The comparison of number of dead nodes in the network
varying with the number of packet transmission.

for the two schemes. The total residual energy of the
two schemes exhibits a decreasing trend as the number of
packet transmissions increases, but the proposed ECRKQ

FIGURE 13. The comparison of total residual energy varying with the
number of packet transmission.

scheme always has higher total residual energy than the
QLEC scheme, which can hence extend the life time of the
UASNs.
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VI. CONCLUSION
To solve the issue of energy holes, floating of underwa-
ter nodes with ocean currents, and narrow bandwidth in
UASNs, we proposed an energy-balanced clustering scheme,
named ECRKQ. The proposed ECRKQ scheme modifies the
K-means algorithm to dynamically select CHs based on the
distance between the node and the centroid, and the residual
energy of the node. The Q-learning algorithm is used to form
clusters, where the Q-value function incorporates the residual
energy of the CH, the energy consumption of the node in
sending a packet to the CH, and the energy consumption of
the CH in sending a packet to the BS. In the data transmission
stage, DCC transmission is adopted. In addition, ocean cur-
rents model is introduced to simulate the influence of nodes’
drifting in the proposed ECRKQ scheme. To accommodate
the mobility of nodes, CHs and cooperative nodes can be
dynamically selected. The simulation results show that the
proposed ECRKQ scheme can balance the energy consump-
tion of the entire network and extend the life cycle of network
as compared to the existing scheme.

ACKNOWLEDGMENT
The authors would like to thank Shenqin Huang and
Dr. Xiaokang Zhang fromXiamen University for their contri-
butions to the discussion of this research. Shenzhen Research
Institute of Xiamen University and the Key Laboratory of
Underwater Acoustic Communication and Marine Informa-
tion Technology (XiamenUniversity), Ministry of Education,
contributed equally to this work.

REFERENCES
[1] S. Li, W. Qu, C. Liu, and, ‘‘Survey on high reliability wireless communi-

cation for underwater sensor networks,’’ J. Netw. Comput. Appl., vol. 148,
Dec. 2019, Art. no. 102446.

[2] M. Jouhari, K. Ibrahimi, H. Tembine, and J. Ben-Othman, ‘‘Underwater
wireless sensor networks: A survey on enabling technologies, localiza-
tion protocols, and Internet of underwater things,’’ IEEE Access, vol. 7,
pp. 96879–96899, 2019.

[3] I. Ullah, J. Chen, X. Su, C. Esposito, and C. Choi, ‘‘Localization
and detection of targets in underwater wireless sensor using distance
and angle based algorithms,’’ IEEE Access, vol. 7, pp. 45693–45704,
2019.

[4] J. Rice andD. Green, ‘‘Underwater acoustic communications and networks
for the US Navy’s seaweb program,’’ in Proc. 2nd Int. Conf. Sensor
Technol. Appl., Cap Esterel, France, Aug. 2008, pp. 715–722.

[5] J. Wang, C. Jing, and X. Tian, ‘‘Current status of the operation and
maintenance of largescale marine equipment in the United States and
its enlightenment to China,’’ Mar. Sci., vol. 44, no. 2, pp. 171–179,
Feb. 2020.

[6] R. Hou, L. He, S. Hu, and J. Luo, ‘‘Energy-balanced unequal layering
clustering in underwater acoustic sensor networks,’’ IEEE Access, vol. 6,
pp. 39685–39691, 2018.

[7] S. Souiki, M. Hadjila, and M. Feham, ‘‘Fuzzy based clustering and energy
efficient routing for underwater wireless sensor networks,’’ Int. J. Comp.
Netw. Commun., vol. 7, no. 2, pp. 1–33, Mar. 2015.

[8] K. Li, H. Huang, X. Gao, F. Wu, and G. Chen, ‘‘QLEC: A Machine-
Learning-Based energy-efficient clustering algorithm to prolong network
lifespan for IoT in high-dimensional space,’’ in Proc. 48th Int. Conf.
Parallel Process., Aug. 2019, pp. 1–10.

[9] K. Latif, N. Javaid, A. Ahmad, and, ‘‘On energy hole and coverage
hole avoidance in underwater wireless sensor networks,’’ IEEE Sensors
J., vol. 16, no. 1, pp. 4431–4442, Feb. 2016.

[10] Y. Chen, Z. Wang, L. Wan, H. Zhou, S. Zhou, and X. Xu, ‘‘OFDM-
modulated dynamic coded cooperation in underwater acoustic channels,’’
IEEE J. Ocean. Eng., vol. 40, no. 1, pp. 159–168, Jan. 2015.

[11] A. Caruso, F. Paparella, L. F. M. Vieira, M. Erol, and M. Gerla, ‘‘The
meandering current mobility model and its impact on underwater mobile
sensor networks,’’ in Proc. 27th Conf. Comput. Commun., Apr. 2008,
pp. 221–225.

[12] K. Ishibashi, K. Ishii, and H. Ochiai, ‘‘Design of adaptive coded coopera-
tion using rate compatible turbo codes,’’ in Proc. IEEE 70th Veh. Technol.
Conf. Fall, Sep. 2009, pp. 1–5.

[13] H. Nasir, N. Javaid, H. Ashraf, S. Manzoor, Z. A. Khan, U. Qasim,
and M. Sher, ‘‘CoDBR: Cooperative depth based routing for underwater
wireless sensor networks,’’ in Proc. 9th Int. Conf. Broadband Wireless
Comput., Commun. Appl., Nov. 2014, pp. 52–57.

[14] M. A. Rahman, Y. Lee, and I. Koo, ‘‘EECOR: An energy-efficient coop-
erative opportunistic routing protocol for underwater acoustic sensor net-
works,’’ IEEE Access, vol. 5, pp. 14119–14132, 2017.

[15] N. Javaid, S. Hussain, A. Ahmad, M. Imran, A. Khan, and M. Guizani,
‘‘Region based cooperative routing in underwater wireless sensor net-
works,’’ J. Netw. Comput. Appl., vol. 92, pp. 31–41, Aug. 2017.

[16] G. Liu and C. Wei, ‘‘A new multi-path routing protocol based on cluster
for underwater acoustic sensor networks,’’ in Proc. Int. Conf. Multimedia
Technol., Jul. 2011, pp. 26–28.

[17] Z. Zou, X. Lin, and J. Sun, ‘‘A cluster-based adaptive routing algorithm for
underwater acoustic sensor networks,’’ in Proc. Int. Conf. Intell. Comput.,
Autom. Syst. (ICICAS), Dec. 2019, pp. 302–310.

[18] J. Zhang, M. Cai, G. Han, Y. Qian, and L. Shu, ‘‘Cellular clustering-based
interference-aware data transmission protocol for underwater acoustic sen-
sor networks,’’ IEEE Trans. Veh. Technol., vol. 69, no. 3, pp. 3217–3230,
Mar. 2020.

[19] K. G. Omeke, M. S. Mollel, M. Ozturk, S. Ansari, L. Zhang, Q. H. Abbasi,
and M. A. Imran, ‘‘DEKCS: A dynamic clustering protocol to pro-
long underwater sensor networks,’’ IEEE Sensors J., vol. 21, no. 7,
pp. 9457–9464, Apr. 2021.

[20] D.-G. Zhang, T. Zhang, J. Zhang, Y. Dong, and X.-D. Zhang, ‘‘A kind
of effective data aggregating method based on compressive sensing for
wireless sensor network,’’EURASIP J.Wireless Commun. Netw., vol. 2018,
no. 1, pp. 1–15, Jun. 2018.

[21] D. Zhang, G. Li, K. Zheng, X. Ming, and Z.-H. Pan, ‘‘An energy-balanced
routing method based on forward-aware factor for wireless sensor net-
works,’’ IEEE Trans. Ind. Informat., vol. 10, no. 1, pp. 766–773, Feb. 2014.

[22] D.-G. Zhang, P.-Z. Zhao, Y.-Y. Cui, L. Chen, T. Zhang, and H. Wu,
‘‘A new method of mobile ad hoc network routing based on greed for-
warding improvement strategy,’’ IEEE Access, vol. 7, pp. 158514–158524,
2019.

[23] K. A. Darabkh, W. K. Kassab, and A. F. Khalifeh, ‘‘LiM-AHP-G-C: Life
time maximizing based on analytical hierarchal process and genetic clus-
tering protocol for the Internet of Things environment,’’ Comput. Netw.,
vol. 176, Jul. 2020, Art. no. 107257.

[24] F. Fanian and M. Kuchaki Rafsanjani, ‘‘A new fuzzy multi-hop clustering
protocol with automatic rule tuning for wireless sensor networks,’’ Appl.
Soft Comput., vol. 89, Apr. 2020, Art. no. 106115.

[25] Z. Jin, Q. Zhao, and Y. Su, ‘‘RCAR: A Reinforcement-Learning-Based
routing protocol for congestion-avoided underwater acoustic sensor net-
works,’’ IEEE Sensors J., vol. 19, no. 22, pp. 10881–10891, Nov. 2019.

[26] Y. Chen, K. Zheng, X. Fang, L. Wan, and X. Xu, ‘‘QMCR: A Q-learning-
based multi-hop cooperative routing protocol for underwater acoustic sen-
sor networks,’’ China Commun., vol. 18, Mar. 2021.

[27] Y. Su, R. Fan, X. Fu, and Z. Jin, ‘‘DQELR: An adaptive deep Q-network-
based energy- and latency-aware routing protocol design for underwater
acoustic sensor networks,’’ IEEE Access, vol. 7, pp. 9091–9104, 2019.

[28] S. H. Park, P. D. Mitchell, and D. Grace, ‘‘Reinforcement learning based
MAC protocol (UW-ALOHA-Q) for underwater acoustic sensor net-
works,’’ IEEE Access, vol. 7, pp. 165531–165542, 2019.

[29] V. Di Valerio, F. Lo Presti, C. Petrioli, L. Picari, D. Spaccini,
and S. Basagni, ‘‘CARMA: Channel-aware reinforcement learning-based
multi-path adaptive routing for underwater wireless sensor networks,’’
IEEE J. Sel. Areas Commun., vol. 37, no. 11, pp. 2634–2647, Nov. 2019.

[30] Y. Chen, J. Zhu, L. Wan, S. Huang, X. Zhang, and X. Xu, ‘‘ACOA-
AFSA fusion dynamic coded cooperation routing for different scale
multi-hop underwater acoustic sensor networks,’’ IEEE Access, vol. 8,
pp. 186773–186788, 2020.

70854 VOLUME 9, 2021



J. Zhu et al.: ECRKQ: Machine Learning-Based Energy-Efficient Clustering and Cooperative Routing for Mobile UASNs

JIANYING ZHU received the B.S. degree in phar-
maceutical engineering from the Hubei University
for Nationalities (HUN), Enshi, China, in 2018.
She is currently pursuing the M.S. degree in
marine physics with Xiamen University (XMU),
Xiamen, China. Her research interests include
signal processing, cooperative communications,
and artificial intelligence for underwater acoustic
channels.

YOUGAN CHEN (Senior Member, IEEE)
received the B.S. degree from Northwestern Poly-
technical University (NPU), Xi’an, China, in 2007,
and the Ph.D. degree from Xiamen University
(XMU), Xiamen, China, in 2012, all in commu-
nication engineering.

He visited the Department of Electrical
and Computer Engineering, University of Con-
necticut (UCONN), Storrs, CT, USA, from
November 2010 to November 2012. Since 2013,

he has been with the College of Ocean and Earth Sciences, XMU, where
he is currently an Associate Professor of applied marine physics and
engineering. He has authored or coauthored more than 70 peer-reviewed
journal articles/conference papers and holds more than 15 China patents.
His research interest includes the application of electrical and electronics
engineering to the oceanic environment, with recent focus on cooperative
communication and artificial intelligence for underwater acoustic channels.

Dr. Chen has served as the Secretary for IEEE ICSPCC 2017 and the TPC
Member for IEEE ICSPCC 2019. He received the Technological Invention
Award of Fujian Province, China, in 2017. He has served as the Technical
Reviewer for many journals and conferences, such as IEEE JOURNAL OF

OCEANIC ENGINEERING, IEEE TRANSACTIONSONCOMMUNICATIONS, IEEE ACCESS,
Sensors, IET Communications, and ACM WUWNet Conference. He has
been serving as an Associate Editor for IEEE ACCESS, since 2019, and
the Youth Editorial Board Member for the Journal of Electronics and
Information Technology, since 2021.

XIANG SUN (Member, IEEE) received the B.E.
and M.E. degrees from the Hebei University of
Engineering, in 2008 and 2011, respectively, and
the Ph.D. degree in electrical engineering from
the New Jersey Institute of Technology (NJIT),
in 2018. He is currently an Assistant Professor
of electrical and computer engineering with The
University of New Mexico. His research interests
include mobile edge computing, cloud computing,
the Internet of Things, wireless networks, big-

data-driven networking, and green communications and computing. He has
served as a TPC Member for many conferences. He has received several
honors and awards, including the 2016 IEEE International Conference on
Communications Best Paper Award, the 2017 IEEE Communications Letters
Exemplary Reviewers Award, the 2018NJITHashimoto Price, the 2018 Inter
Digital Innovation Award on the IoT Semantic Mashup, the 2019 NJIT Out-
standing Doctoral Dissertation Award, and the 2019 IEICE Communications
Society Best Tutorial Paper Award. He is an Associate Editor of Digital
Communications and Networks.

JIANMING WU received the B.S. degree in
marine physics from Xiamen University (XMU),
Xiamen, China, in 2001. Since 2001, he has been
with the College of Ocean and Earth Sciences,
XMU, where he is currently a Senior Engi-
neer of applied marine physics and engineering.
His research interests include underwater acoustic
communications and marine environmental noise.

ZHENWEN LIU received the M.S. degree in
environmental science from the Third Institute
of Oceanography, State Oceanic Administration
(SOA), Xiamen, China, in 2008, and the Ph.D.
degree in marine physics from Xiamen Univer-
sity (XMU), Xiamen, in 2012. He is currently a
Professor with the College of Harbour and Envi-
ronmental Engineering, Jimei University. Hismain
research interests include marine resources mon-
itoring and ecological environment assessment

technology, underwater noise monitoring from marine engineering, and its
impact on marine lives.

XIAOMEI XU received the B.S., M.S., and Ph.D.
degrees in marine physics fromXiamenUniversity
(XMU), Xiamen, China, in 1982, 1988, and 2002,
respectively.

She was a Visiting Scholar with the Depart-
ment of Electrical and Computer Engineering,
Oregon State University, Corvallis, OR, USA,
from 1994 to 1995. She visited the Department of
Electrical and Computer Engineering, University
of Connecticut (UCONN), Storrs, CT, USA, as a

Senior Visiting Scholar, in 2012. She is currently a Full Professor with
the College of Ocean and Earth Sciences, XMU. Her research interests
include marine acoustics, underwater acoustic telemetry and remote control,
underwater acoustic communication, and signal processing.

VOLUME 9, 2021 70855


