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Artificial or natural processes can cause underwater gas leakage, which often forms upwelling bubbly plume. 
The interaction of gaseous plume with acoustic waves would result in the variation of sound speed, which makes 
it possible to monitor the upwelling process via active acoustics. In this work, we build a numerical model to 
simulate the transport of gaseous bubbles and the sound speed response to the plume in the acoustic channel. 
The effectiveness of the model is validated by conducting a tank-based experiment, in which the sound speed 
variations were measured by varying gas flow rates. Meanwhile, signals at six frequencies (1 to 8 kHz) were 
transmitted and propagated through the medium part of which was occupied by the gaseous plume. Moreover, 
the comparison results also give a matched bubble size distribution (BSD), which further confirms the validity of 
the proposed model.
1. Introduction

Underwater gas leakage introduced by artificial or natural processes 
such as hydrothermal vents and marine carbon storage often forms up-

welling bubble streams or even plumes [2,6]. The gaseous bubbles can 
influence the acoustic properties of the propagating medium, such as 
the sound speed and attenuation, and can thus be monitored via active 
acoustics.

In the past decades, researchers have actively investigated under-

water acoustic propagation through a bubbly medium, both in theory 
and experiment. Foldy et al. [17] studied the multiple scattering the-

ory and applied it to determine the total sound field of acoustic wave 
ensonifying a cloud of bubbles. The model takes the interaction of the 
incident acoustic wave and scattered acoustic wave of each bubble into 
account, then the total sound field being the average over all the mean-

squared pressure fields of the bubble configuration. Wijngaarden et al. 
[45] extended the theory of Foldy into the nonlinear case. By apply-

ing the specific asymptotic limit to microscopic equations, the same 
result was obtained by Caflisch et al. [5]. Building upon the works 
of Wijngaarden et al. and Caflisch et al., Commander and Prosperetti 
[10] formulated a rigorous model for pressure waves propagating in a 
bubbly mixture. They incorporated a precise description of bubble in-

* Corresponding author.

ternal dynamics [34] and derived the effective acoustic wave number 
from this model. Another approach to formulate the sound speed and 
attenuation perturbation imposed by bubbles was derived by Medwin 
and Clay [29,30] from the perspective of effective density and effec-

tive compressibility of bubble water mixture. This approach ignored the 
multiple scattering among bubbles; with low gas void fraction and non-

uniform bubble size distribution (BSD), the multiple scattering effects 
are weak, as indicated by Feulliade et al. [16]. Consequently, the ef-

fective compressibility theory provides a computationally inexpensive 
alternative to the Foldy’s multiple scattering theory (also used in our 
work presented in this paper). The relevant theories regarding sound 
speed variations in bubbly mixtures have been testified by several re-

ports that directly measure sound speed. Commander and Prosperetti 
[10] conducted a detailed analysis on five different data sets obtained 
by Silberman [40], followed by Fox et al. [18], Kol’tsova et al. [20], 
Macpherson [27], and Ruggles et al. [38] to use their model. They con-

cluded that the theory agrees with experimental data for polydisperse 
mixtures, but the agreement deteriorates at the resonance of bubbles 
for monodisperse mixtures. Buckingham [4] analyzed sound speed data 
in the sea surface bubble layer measured by Farmer and Vagle [15], 
and developed a model based on effective compressibility theory to 
describe the inverse-square sound speed profile. Wilson et al. [46] in-
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vestigated the variation of sound speed caused by air bubbles with 
radii centered at 0.62 mm. They utilized a novel instrument based on 
the transfer-function technique to perform sound speed measurements 
around the bubble resonance frequency. Their findings showed that the 
sound speed and attenuation at resonance were highly sensitive to the 
BSD, which is consistent with the conclusion of Commander and Pros-

peretti [10]. Duro et al. [12] conducted an experiment measuring sound 
speed and attenuation. They used a high-pressure washer to inject air 
bubbles into a large water-filled tank and transmitted acoustic waves 
through the bubbly water using a broadband transducer (30 - 170 kHz). 
The BSD obtained from optical measurements and deduced by match-

ing theoretical and experimental attenuation exhibited good agreement. 
Cheyne et al. [8] measured the sound speed in bubbly water by mea-

suring the reflection coefficient of an air/bubbly water interface. They 
found that the general profile of the measured sound speed agrees better 
with the theories at higher void fraction. Esposito et al. [13] introduced 
an innovative methodology termed the three pressure transducers (3PT) 
technique, designed to derive sound speed by gauging pressure fluctu-

ations at three distinct locations. This technique was validated through 
experiments conducted on an air-water mixture with a predefined void 
fraction, yielding speed of sound measurements that closely aligned 
with the theoretical framework described in [3]. Nonetheless, the appli-

cability of the 3PT technique is potentially limited by its foundational 
assumption that the acoustic pressure field can be modeled as a com-

posite of both forward and backward traveling waves which may not 
hold in complex real-world aquatic environments, thereby potentially 
constraining the broader utility of this technique. Reeder et al. [35]

conducted an investigation into the sound speed within an estuarine 
front at Mobile Bay, employing the technique of matched filtering ap-

plied to linear frequency-modulated signals of 1-second duration across 
a bandwidth of 10 to 100 kHz. The study further delineated the signals 
into two sub-bands, specifically 10-20 kHz and 20-80 kHz, for the pur-

pose of estimating sound speed within these distinct frequency ranges. 
The findings from their research suggest that the observed sound speeds 
align closely with established theoretical frameworks when considered 
in the context of band-average values. Sojahrood et al. [42] conducted 
a study to investigate the impact of pressure on the speed of sound 
and its attenuation in bubbly water. They created uniform lipid-coated 
bubbles and transmitted a broadband pulse with a center frequency 
of 2.25 MHz through these bubbles. The attenuation and sound speed 
were determined by analyzing the changes in the power and phase spec-

tra of the signals received before and after the bubbles were introduced. 
They found the previously developed models based on Caflisch equation 
[5] is the significant overestimation of the attenuation at the bubble 
resonance at higher void fractions and enhanced the model by includ-

ing bubble-bubble interaction. These measurements of sound speed in 
bubbly medium exhibit inconsistency of the theories, and reveals the ra-

tionality of modeling sound speed and attenuation variation imposed by 
bubbles. While based on these existing models, to predict and quantify 
underwater gas leakage, a model would be possible to build.

In this paper, we incorporate the dynamic generation and trans-

port of underwater gaseous bubbles to build such a model. First, the 
model simulates a gaseous bubbly with various radii and positions. We 
then consider acoustic waves’ interaction with the bubbly medium in 
a certain volume and calculate the sound speed based on the effec-

tive compressibility theory proposed by Medwin and Clay [29,30]. To 
validate the model, we designed an experiment in an anechoic water 
tank quantifying the frequency-dependent sound speed and attenuation 
changes by varying the gas flow rates. In the experiment, air stone dif-

fusers were used to generate bubbles and simulate the underwater gas 
plume. A flow meter was connected to the air pump to record the gas 
flow rate. To investigate the sound speed variation as a function of 
frequency and gas flow rate, the transmitted acoustic waves were modu-

lated by Linear Frequency Modulated (LFM) at various frequency bands. 
To further match the model output with the acoustic measurements, a 
2

BSD inversion algorithm is developed.
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The rest of the paper is organized as follows. The numerical model 
for sound speed variation from underwater gas emission, including the 
bubble plume formation, theory of sound speed variation and model 
structure, is presented in Section 2. Section 3 elaborates the methods 
for measuring underwater sound speed. The experimental settings and 
processes are presented in Section 4. The results are shown in Section 5

and discussed in Section 6. Finally, Section 7 concludes the paper.

2. Theoretical framework

The numerical model for the response of water sound speed and 
attenuation to gas plume (Fig. 1) [25] is composed of three components. 
In the bubble plume generation part, the presence of underwater gas 
emission is modeled as an assemblage of bubbles, moving randomly in 
the horizontal direction and accelerating in the vertical direction until 
reaching the water surface or dissipated, in which each bubble obeys the 
gas transport mechanism proposed by Leifer et al. [23,21]. The water 
column partly occupied by these simulated bubbles forms the acoustic 
channel. To calculate the theoretical sound speed and attenuation in 
the bubbly media, the effective compressibility approach, proposed by 
Medwin et al. [29,30], is applied.

2.1. Bubble plume generation

In the model, as the time instance updates, a certain quantity of 
spherical bubbles are added into the underwater plume with random 
initial radii 𝑟 and horizontal locations (𝑥, 𝑦). The two random variables 
are drawn from the BSD and bubble-generating location distribution, 
respectively.

Consider a bubble, of volume 𝑉 = 4𝜋𝑟3∕3, whose internal pressure 
is 𝑃B, containing 𝑁 mols of gas at a temperature 𝑇 in degrees Celsius, 
the ideal gas law at isothermal conditions has the form of:

𝑉
𝜕𝑃B
𝜕𝑡

+ 𝑃B
𝜕𝑉

𝜕𝑡
=𝑅𝑇

𝜕𝑁

𝜕𝑡
, (1)

where 𝑅 represents the universal gas constant. The internal bubble pres-

sure 𝑃B has three components: the atmospheric partial pressure 𝑃A, the 
hydrostatic pressure, and the Laplace pressure, which can be expressed 
as:

𝑃B = 𝑃A + 𝜌w𝑔𝑧+ 2𝜎∕𝑟, (2)

where 𝜌w denotes the density of surrounding water, 𝑧 denotes the depth 
of the bubble, 𝑔 denotes the local gravity, and 𝜎 denotes the surface 
tension. Fick’s law can be used to express the gas flux (mols/unit area), 
𝐹 , across a boundary as:

𝐹 = 𝑘B

(
𝐶 −

𝑃B
𝐻

)
, (3)

where 𝑘B denotes the gas transfer velocity, 𝐶 denotes the aqueous 
concentration, and 𝐻 denotes the Henry’s law constant [23]. Thus com-

bining (2) and (3) one obtains an expression for the rate of gas loss in 
the bubbles, which is given by

𝜕𝑁

𝜕𝑡
= 𝑘B4𝜋𝑟2

(
𝐶 − 𝑃B∕𝐻

)
. (4)

The change in volume of the bubble over time can be represented as

𝜕𝑉

𝜕𝑡
= 4𝜋𝑟2 𝜕𝑟

𝜕𝑡
, (5)

and the derivative of the bubble’s internal pressure with respect to time 
is given by

𝜕𝑃𝐵

𝜕𝑡
= 𝜌w𝑔

𝜕𝑧

𝜕𝑡
− 2𝜎

𝑟2
𝜕𝑟

𝜕𝑡
. (6)

Substituting the above formulas into the ideal gas law equation (1)
yields the expression for the change of bubble radius over time as
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Fig. 1. Block diagram of the numerical model. The model comprises three parts. The bubble plume generation part generates simulated bubbles in the water column, 
which forms a gas plume. As the acoustic wave with a certain frequency propagates through the plume, a certain volume of interest is chosen and used as input for 
the theoretical calculation part. The last part incorporates the effective compressibility theory and outputs the sound speed.
𝜕𝑟

𝜕𝑡
=

𝑅𝑇

(
4𝜋𝑟2𝑘B

(
𝐶 − 1

𝐻

(
𝑃A + 𝜌𝑤𝑔𝑧+ 2𝜎

𝑟

)))
+ 4

3𝜋𝑟
3𝜌w𝑔𝑣B{(

𝑃A + 𝜌w𝑔𝑧+
2𝜎
𝑟

)
4𝜋𝑟2 − 8𝜎

3 𝜋𝑟

} (7)

The only unknowns in the above formulation are the two functions 
the rise velocity of the bubble 𝑣B, and the gas transfer velocity, 𝑘B. 
These two are non-trivial functions of bubble radius, depending on 
whether the water is fresh or saline. Formulations for these functions 
can be obtained under some very restrictive conditions. For instance, 
Stoke’s law can be used to estimate the rise time of very small bubbles. 
But these methods are too constrained to be of real practical use and 
formulations based on empirical observations for both 𝑣B and 𝑘B are 
employed. The bubble rise velocity 𝑣B is parameterized by the follow-

ing semi-empirical equation proposed by Fan and Tsuchiya [14],

𝑣B =

{(
𝜌w𝑔𝑟

2

3.68𝑀−0.038𝜇𝐵

)−𝑏

+
(

𝑎𝜎

𝜌w𝑟
+ 𝑔𝑟

)−𝑏∕2
}−(1∕𝑏)

, (8)

where 𝑎 and 𝑏 are two empirical coefficients, 𝜎 denotes the surface 
tension, 𝜇𝐵 denotes the bulk viscosity, and 𝑀 = 𝑔𝜇2

𝐵
𝜌−1w 𝜎−3 denotes the 

dimensionless Morton number that is only dependent upon the liquid’s 
physical properties. To parameterize gas transfer velocity, two cases 
are considered. For clean, spherical bubbles with a thin concentration 
boundary layer, the result is obtained numerically with the Hadamard–

Rybczynski solution [9]:

𝑘B =
{
0.212

𝐷𝑣B
𝑟

}0.5
, (9)

where 𝐷 denotes the diffusion coefficient and 𝑣B denotes bubble verti-

cal velocity. Considering bubbles with a well-developed boundary layer, 
the above equation is inappropriate and the gas transfer velocity can be 
given by:

𝑘B =
{

2
𝜋

(
1 − 2.89𝑅𝑒−0.5

) 𝐷𝑣B
𝑟

}0.5
. (10)

The Reynolds number 𝑅𝑒 is given by:

𝑅𝑒 = 2𝑟𝑣B∕𝜇𝐾, (11)

where 𝜇𝐾 denotes the kinematic viscosity.

Depending on the properties of gas and surrounding water, a bubble 
may shrink until the radius reaches a preset threshold �̂� and be removed 
from the gas plume, or grow along with decreasing hydrostatic pressure 
and finally reach the surface.

2.2. Variations of sound speed imposed by bubble plume

As an acoustic wave propagates through a certain volume of bub-

bly medium, it is multi-scattered by bubbles and the energy is absorbed 
and re-transmitted depending on its frequency, which leads to a change 
of phase velocity and attenuation. One way to model this physical pro-

cess is to consider the compressibility variation induced by oscillating 
3

bubbles [30]. With the modeling of the gas plume, the time and space 
information of all bubbles can be obtained. The water column is sub-

sequently divided into grids at various ranges and depths; in each grid, 
the gas volume fraction 𝑉g can be calculated. Thereby, the effective 
compressibility of the bubble-water mixture can be expressed as [43]:

𝐾eff = (1 − 𝑉g)𝐾w + 𝑉gΔ𝐾, (12)

where 𝐾w denotes the compressibility of bubble-free water and can be 
obtained using the Newton-Laplace formula 𝐾w = 1∕(𝜌w𝑐2w), and Δ𝐾

is the compressibility variation induced by bubbles, which can be esti-

mated by:

Δ𝐾 = 1
𝜌w𝜋𝑓

2

𝑟max

∫
𝑟min

𝑟 ⋅ 𝑛(𝑟)
(𝑓𝑟∕𝑓 )2 − 1 + 𝑖𝑅B∕𝜔𝑚B

𝑑𝑟, (13)

where 𝑛(𝑟) denotes the number of bubbles with the same radii 𝑟 in 
the volume, 𝑚B the equivalent mass of oscillating bubble, and 𝑅B the 
mechanical resistance of oscillating bubble [29]. 𝜔 = 2𝜋𝑓 denotes the 
angular frequency of incident acoustic wave. 𝑟min and 𝑟max denote the 
minimum and maximum radius a bubble can be quantified, respec-

tively. The Minnaert resonance frequency for a bubble with radius 𝑟
(in cm) is adopted here as [31]:

𝑓𝑟 =
1

2𝜋𝑟

√
3𝛾𝑃
𝜌w

, (14)

where 𝑃 denotes the ambient pressure and 𝛾 denotes the adiabatic in-

dex of gas inside the bubble. Let 𝜌g denote the density of the gas, then 
the effective density of the bubbly water is

𝜌eff = (1 − 𝑉g)𝜌w + 𝑉g𝜌g. (15)

Applying the Newton-Laplace formula leads to the effective complex 
sound speed of the air-bubble mixture [11]

𝑐−2
eff

=𝐾eff𝜌eff , (16)

the real part of which gives the phase velocity

𝑐𝑏 = Re
{
𝑐eff

}
. (17)

3. Sound speed quantification

The quantification of underwater sound speed can be achieved by 
measuring the time-of-flight of a sound wave over a known distance. 
As an acoustic signal is transmitted, denoted as 𝑠(𝑡), it is first received 
by the nearest positioned hydrophone, then passes through the bub-

bly water column, and is finally received by the further positioned 
hydrophone. Here we denote 𝑦1(𝑡) the acoustic signal received by the 
hydrophone close to the acoustic transducer and 𝑦2(𝑡) the signal re-

ceived by the hydrophone away from the transducer. Assuming that the 
gas plume does not significantly distort the time-domain waveform, the 

received waveform can be modeled as:
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Fig. 2. Diagram of generating and processing the underwater acoustic signals. The waveform before and after passing through the gas plume is recorded to perform 
cross-correlation, the peak of which gives the estimate of propagation delay. Since a record contains a plethora of pulses and each pulse gives a sample of delay 
estimate, all the estimates again form a population which is used for the subsequent statistical process.
𝑦1(𝑡) =𝐴1𝑠(𝑡− 𝜏1) +𝑤1(𝑡),

𝑦2(𝑡) =𝐴2𝑠(𝑡− 𝜏2) +𝑤2(𝑡),
(18)

where 𝑤1(𝑡) and 𝑤2(𝑡) incorporate both ambient noise and sound emit-

ted by bubbles, which are assumed mutually uncorrelated zero-mean 
stochastic processes. 𝐴1, 𝐴2 and 𝜏1, 𝜏2 are the unknown attenuated fac-

tors and propagation delays for the two hydrophones, respectively. Let 
𝑍 denote the distance between the two hydrophones, then the sound 
speed is computed:

𝑐 = 𝑍

𝜏2 − 𝜏1
. (19)

Thus, the problem becomes to estimate the relative delay 𝜏0 = 𝜏2 − 𝜏1, 
which is here achieved by a cross-correlation method described by

𝑋12(𝜏) =𝐴1𝐴2𝑋𝑠𝑠

(
𝜏 − 𝜏0

)
, (20)

where 𝑋𝑠𝑠(𝜏), the auto-correlation function of the transmitted signal 
𝑠(𝑡), taking the maximum value at 𝜏 = 0. Consequently, the time delay 
is the value that maximizes the cross-correlation function

𝜏0 = argmax
𝜏

𝑋12(𝜏), 𝜏 ∈ [𝜏min, 𝜏max], (21)

where 𝜏min and 𝜏max are the respective minimum and maximum possible 
values that the actual real time delay can reach.

Applying the above formulation to the analysis of experimental data 
requires two modifications. First, the waveform is recorded discretely 
at sampling frequency 𝑓𝑠 the within finite observation time. As a result, 
𝑋12(𝜏) is not known precisely and only its discrete version can be esti-

mated. A common practice to replace the cross-correlation function for 
an ergodic process is using its time-average function [7], defined by

�̂�12[𝑚] =

{
1
𝐿

∑𝐿−𝑚−1
𝑙=0 𝑦1[𝑙]𝑦2[𝑙 +𝑚], 𝑚 ≥ 0

1
𝐿

∑𝐿−1
𝑙=−𝑚

𝑦1[𝑙]𝑦2[𝑙 +𝑚], 𝑚 < 0
(22)

where 𝐿 denotes the length of the processed sequence. Thus, the esti-

mate of time delay is given by

𝜏0 = 𝑓𝑠 ⋅ argmax
𝑚

�̂�12[𝑚]. (23)

Another modification is made in that the existence of cross-correlation 
4

function (20) requires the two signals to be wide-sense stationary (WSS) 
Fig. 3. Experimental scenario. The aluminum alloy frame carrying acoustic de-

vices and air stones was suspended by a crane.

random processes, while the formation of the gas plume itself is es-

sentially non-stationary. However, if the duration of the processed se-

quence is restricted to a relatively small window, the random signals 
can be viewed as WSS where the time scale of sound wave propagation 
is much less than bubble formation dynamics.

The entire data measurement file was divided into thousands of sam-

ple sequences in the stage of data processing and each sequence was 
used to obtain the time delay estimate 𝜏0 in (23). All estimates sub-

sequently formed a population from which the true propagation time 
of acoustic waves could be inferred, and sound speed response to the 
gas plume was obtained immediately. Fig. 2 summarizes the algorithm 
presented above.

4. Anechoic tank experiment

This section illustrates the sound speed quantification experiment 
conducted in a large-scale anechoic tank. The tank is 50 m in length, 
15 m in width, and 10 m in depth with anechoic materials fixed on 
its borders and removable anechoic tiles covering the water surface. 
The experimental scenario is shown in Fig. 3. Acoustic waves with fre-

quencies from 1 to 100 kHz can be absorbed such that interference 

introduced by reverberation is minimized.
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Fig. 4. Schematic of the experiment apparatus (underwater part). 1: Aluminum alloy frame; 2: Underwater speaker; 3: No.1 hydrophone; 4: Air stone diffuser (10 cm 
spacing); 5: No.2 hydrophone; 6: Underwater camera.
Table 1

Experimental conditions.

Experiment parameter Value

LFM signal central frequency 1, 2, 4, 5, 6 & 8 kHz

LFM signal relative sweep range central frequency ± 5%

LFM signal sweep time 2 ms

Pulse interval 48 ms

Flow rate 0, 0.2, 0.5 & 1 L/min

air stone depth 5 m

4.1. Experiment apparatus description

Fig. 4 exhibits the underwater part of the experiment apparatus. 
All devices were fixed on an aluminum alloy frame of 2 m in length, 
0.8 m in width, and 0.8 m in height. Moreover, the frame also pro-

vides hanging points for the crane. To investigate sound speed variation 
around the bubble resonance frequency, an underwater speaker (Chung-

son ACE-900), whose effective frequency ranges from 80 Hz to 20 kHz, 
was used. The short propagation distance (2 m in the experiment) al-

lowed the usage of the low source level (about 103 dB re μPa at 1 m) 
wide-band speaker. Nine commercial air stones (Hisin air stone, 80 cm 
in length with 80-120 mesh) were positioned at 1 m away from the 
speaker with 10 cm spacing to form a gas plume. Each air stone has 
two air inlets and a total of eighteen inlets were connected to a single 
air hose, which was subsequently connected to one end of a flowmeter 
(Siargo MF5706-25). An air compressor (Yangzi YZ-KYJ) outside the 
tank was connected to another end of the flowmeter. Thus, different 
gas flow rates could be achieved by adjusting the valve at the air com-

pressor and monitoring the read on the flowmeter. Two hydrophones 
(sensitivity: -168 dB re 1 V/μPa), one (3 in Fig. 4) fixed at one end of 
the frame below the underwater speaker and another (5 in Fig. 4) fixed 
on the other end of the frame, were connected to an acoustic recorder, 
respectively, and the signal waveforms before and after passing through 
the gas plume were sampled. The scene of gas plume formation could be 
observed by an underwater camera (GoPro Hero 5) as shown in Fig. 6.

4.2. Controlled gas flow rate experiment

In this experiment, the frame was hung in the water by crane such 
that the bubbles were formed at 5 m depth. LFM pulses with frequen-

cies ranging from 1 to 8 kHz were used to measure sound speed as the 
gas flow rate changed. In each experiment group, a signal with a cer-

tain frequency band was transmitted and the gas flow rate was held 
5

steady for 6 minutes. Hence, a total of 24 data records were obtained 
for the 6 frequency bands and 4 flow rates. All experiment conditions 
are summarized in Table 1.

5. Results

This section presents the experimental results along with the mod-

eling results for comparison. Typically, evaluating a numerical model 
requires quantified comparison with ground truth data generated with 
the same inputs. To obtain a reference BSD, we apply the single bub-

ble identification technique developed by a previous work [26], which 
distinguishes bubble signatures in the spectrogram. Besides, an optical 
bubble identification method is also applied to complement the acoustic 
method. Thereafter, two comparison approaches, namely the “forward” 
approach and the “inverse” approach, are presented. The former takes 
the reference BSD as model input and compares the simulation results 
with the experimental data, and the latter inverts the BSD and compares 
that with the reference one.

5.1. Determination of bubble size distribution

To generate the bubble plume model, the BSD is required. In an 
ideal situation, the BSD as an input to the model is regarded as the dis-

tribution counted in the experiment. Since the technique [26] works in 
the condition of bubble signatures not overlapping in both frequency-

and time-domain, bubble sound recorded using a single air stone at 
0.5 L/min gas flow rate was used for example analysis. Fig. 5(a) dis-

plays a spectrogram example with detected bubbles indicated by orange 
boxes. The frequencies of all the detected bubbles in the entire record-

ing are synthesized into a bubble frequency histogram, as shown in 
Fig. 5(b). The dominant resonance frequency of the bubbles is approx-

imately 4 kHz, which corresponds to bubbles with a radius of 1 mm 
at a water depth of 5 m. As the property of gas inside the bubble and 
the surrounding are assumed known, the bubble radius can be uniquely 
determined by the Minnaert formula (14), allowing to quantify the BSD.

To complement the acoustic method, we present an optical method 
for analyzing the video recorded during the experiment. The optical 
method involves the detection and tracking of bubbles, as well as a 
post-processing step to recover bubble radii from the tracked data. In 
the stage of detection, an average background is calculated by aver-

aging a large number of frames without the presence of bubbles. This 
average background is then converted to gray scale, sharpened, and 
subjected to edge detection, which is used for background subtraction. 
Subsequently, the frames containing bubbles undergo the following 
procedure: conversion to gray scale, edge detection, and background 

subtraction. After the background subtraction, each frame is Gaussian 
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Fig. 5. (a) Bubbles detected on the time-frequency plane (orange boxes); (b) Histogram of bubble sound frequencies.

Fig. 6. Illustration of optical bubble identification. (a) Observed gas plume formation during the experiment; (b) Zoomed-in frame after edge detection and back-

ground subtraction; (c) Zoomed-in frame after image thresholding and flood filling; (d) Detected bubbles indicated by orange boxes; (e) Seven bubbles are successfully 
tracked in the frame, indicated by red boxes with arrows showing their movements relative to the previous frame. Their horizontal distances from the camera are 
determined based on their initial detected positions. Their radii are then converted from pixels to millimeters using the corresponding horizontal distances. The re-

sults are as follows: (horizontal distance, radius) 1: 42.1 cm, 0.8 mm; 2: 30.7 cm, 0.9 mm; 3: 40.9 cm, 1.2 mm; 4: 30.5 cm, 1.1 mm; 5: 30.9 cm, 1.0 mm; 6: 76.8 cm, 

1.2 mm; 7: 61.2 cm, 1.3 mm.

blurred and converted to a binary image. A flood-filling algorithm is 
then applied to fill the hollows in the bubble edges. The binary image 
is subjected to connected component analysis, where components that 
satisfy shape and area criteria are recognized as candidates for bubbles. 
To associate candidates in two consecutive frames, a movement con-

straint is applied. In the latter frame, each candidate searches for the 
nearest candidate detected in the former frame, considering distance 
and moving direction to satisfy the movement constraint. The bubble 
detection and tracking procedure is illustrated in Fig. 6. Each tracked 
candidate is assigned a unique ID and recorded along with its detected 
positions across frames. Only candidates tracked for more than three 
frames are considered as true bubbles, while others are regarded as in-

terferences. The depth of field for each detected bubble is determined 
based on its first detection coordinate, allowing the conversion of bub-

ble radius from pixels to millimeters.

The BSDs obtained through the acoustic and optical methods are 
presented as probability normalized histograms and compared in Fig. 7. 
A notable observation is that the peak radius of the optical method 
is smaller than that of the acoustic method, and the BSDs obtained 
through the optical method are more evenly distributed. This discrep-

ancy can be attributed to certain limitations inherent in the optical 
method. In areas where the illumination conditions are poor, the ac-

curacy of radius measurements may be compromised. Consequently, 
the detected bubble edges during the edge detection stage might ap-

pear smaller than their actual size, leading to an increased number of 
smaller bubbles. Moreover, when multiple bubbles overlap, they can be 
detected as a single entity, resulting in an overestimation of the radius. 
This phenomenon contributes to the larger radius estimation results ob-

tained through the optical method. Considering these factors, the BSD 
obtained through the acoustic method serves as model input as well as 
ground truth reference in the subsequent analysis, acknowledging its 
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comparatively more reliable measurements.
Fig. 7. Probability-normalized histograms obtained through the acoustic and 
optical method.

5.2. Forward comparison

Fig. 8 indicates the comparison between the model output and ex-

periment results. After eliminating outliers in the population obtained 
using the method described in Section 3, propagation delay is estimated 
by calculating the average and subsequently dividing the propagation 
distance to obtain the sound speed. Note that sound speed has been 
calibrated such that sound speed without the presence of bubbles is 
a constant. The associated standard deviations are also calculated and 
displayed in Fig. 8 using vertical bars. As the true underlying bubble ra-

dius distribution in the experiment is not possible to gather, the model 
used the reference distribution described in Section 5.1 with the corre-

sponding flux rate as input. The simulated sound speed variation curves 
are obtained by averaging the sound speed at 100 different time points 

during the model running. The results show that the simulated curves 
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Fig. 8. Comparison between experiment results and simulation results at different flow rates. Data standard deviations are displayed as vertical bars at individual 
experimental data points. The simulation results are basically within the range of the standard deviation of the experiment results. The olive green bars indicate the 

absolute error.

Table 2

Modeling error evaluation. The model has minimum MAE and 
MAPE values at a flow rate of 0.5 L/min while having a maxi-

mum R-squared score at 1 L/min.

Metrics 0.2 L/min 0.5 L/min 1 L/min Average

MAE (m/s) 9.75 6.92 11.40 9.36

MAPE (%) 0.66 0.46 0.77 0.63

R-squared (%) 41.98 84.96 86.80 71.25

(represented by gray dashed lines), which are basically within the stan-

dard deviation of measurements, exhibit good agreement with the ex-

periment results. To quantify the modeling error, three metrics (i.e., 
Mean Absolute Error (MAE), Mean Absolute Percentage Error (MAPE), 
and R-Squared score, respectively [1]) are applied and the results are 
listed in Table 2.

The MAE expresses the average model prediction error and gives a 
sense of model accuracy. The minimum MAE is achieved at 0.5 L/min 
with a value of 6.92 m/s. The average MAE of all three flow rates is 
9.36 m/s which corresponds to 0.63% percentage error. Although the 
errors are relatively small, it is not enough to suggest that the model 
is accurate, since the variation of sound speed is small, especially at 
low flow rates. Thereby, the R-squared score, which could reveal the 
proportion of the variation in the dependent variable predictable from 
the model, is further applied. The results indicate the model can explain 
the utmost 86.80% variation of the experimental data.

5.3. Inverse comparison

Another approach to validate the model is inverting the model in-

put given the experimental data and comparing that with the reference 
one. Thereby a BSD inversion algorithm is developed here to provide 
auxiliary verification besides the forward comparison described above. 
Only the last two parts of the entire model (see Fig. 1) are used in the 
inversion procedure, which means that the gas plume generation proce-

dure is deprecated and the radii of all bubbles in a certain volume are 
used as the model input. Since a cost function can be defined as the di-

vergence between experimental data and model output, this inversion 
problem can be solved by global optimization techniques. Here, the 
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Genetic Algorithm (GA) [19,41] is adopted as the framework of the in-
version algorithm. The environment parameters required by the model, 
including the properties of inside gas and outside water of bubbles, are 
first established. The sound speed measurements are then interpolated 
to a high dimensional sound speed vector 𝐜0, which helps to improve 
the numerical stability. The variable to be solved in the inversion is set 
as the count vector of bubbles within different radius intervals denoted 
as 𝐧. For each 𝐧 generated in the algorithm, the corresponding bubble 
radius population is recovered and inputted into the forward model. 
This results in a theoretical sound speed vector 𝐜, which is compared 
to the interpolated experimental sound speed vector 𝐜0 to calculate the 
fitness of the individual. And the fitness is defined as the Euclidean 
distance between the two vectors. The whole algorithm is detailed in 
Algorithm 1.

Fig. 9 displays the results obtained from running the GA algorithm. 
Similar to the previous section, ground truth data is lacking to quantify 
the inversion error and only a reference distribution provides a baseline 
for comparing. The histogram has been normalized for better visual 
comparison. All four histograms follow a similar pattern and the domi-

nant bubble radius is around 0.9 mm. And the total number of bubbles 
obtained by inversion is roughly proportional to the corresponding gas 
flow rate. That is, by matching the model output with the experimental 
data, reasonable BSD, compared with the reference distribution, can be 
obtained, which confirms the validity of the model from another per-

spective.

Algorithm 1 BSD inversion algorithm based on GA.

1: set up model environment parameters

2: interpolate experiment measurements to high dimensional target sound speed vector 
𝐜0

3: assign the number of generations to 0 (t=0)

4: randomly create individuals in initial population 𝑃 (0) ⊳ The individual is bubble 
radius count vector 𝐧

5: while termination criterion is not satisfied do

6: 𝑡 = 𝑡 + 1
7: for all individuals do

8: recover bubble radius population from histogram bin count 𝐧.

9: run forward model and obtain sound speed vector 𝐜
10: individual fitness ← ‖𝐜0 − 𝐜‖2
11: end for

12: select individuals to next generation

13: change individuals using crossover and mutation
14: end while



Applied Acoustics 224 (2024) 110132S. Liu, J. Li and W. Xu

Fig. 9. Histogram of reference distribution and inversion results at the three flow rates (normalized). The results show that the four histograms share a similar 
pattern, where bubbles with a radius of 0.9 mm dominate. The total number of bubbles obtained by inversion is roughly proportional to the corresponding gas flow 

rate.

6. Discussion

6.1. Experiment limitations

Here, we first discuss two factors that could potentially introduce ex-

perimental errors. First, bubble liquids exhibit high dispersion and can 
cause discrepancies between group and phase speeds. In order to deter-

mine the sound speed response of bubbly liquids, it becomes necessary 
to measure the phase speed. In an ideal scenario, a continuous wave 
(CW) tone of a single frequency should be transmitted to ensure that the 
signal passing through the bubbly liquid possesses a pulsed frequency 
spectrum. However, the duration of the CW tone cannot be extended 
significantly due to the stochastic nature of upwelling bubbles. The CW 
tone’s duration must be shorter than the time it takes for bubbles to 
exhibit significant movement. This constraint implies that the CW tone 
may experience spectrum leakage, resulting in an imperfect narrow-

band spectrum. Taking these factors into consideration, we chose to 
transmit narrowband LFM chirps, albeit at the expense of compromis-

ing the frequency band. This trade-off was made in order to achieve a 
higher level of accuracy in time delay estimation. Second, in the exper-

iment, the monitoring hydrophone (3 in Fig. 4) was placed to the side 
of the source instead of in front it along the source-receive axis. This 
decision was made for two reasons: the underwater speaker used is om-

nidirectional, where the beams (and the strength of these beams) are 
equally spaced in front and side of the source which wound not intro-

duce much influence on the measurements; the distance between the 
source (2 in Fig. 4) and the hydrophone (5 in Fig. 4) is small, which 
means less tolerance for the distance error. Placing hydrophone (3) on 
the path of direct sound propagation ray may introduce obstacles in the 
propagation channel, e.g., sound reflection, thus influence the sound 
speed measurements (highly possible).

We also notice three differences between the model and the exper-

iment. In the experiment, we measured the phase speed of acoustic 
waves, which can be understood from the lens of the superposition of 
excitation sound waves and the sound waves generated by bubble vibra-

tions. The frequency of excitation sound waves ranges from 1 to 8 kHz. 
As these acoustic waves encounter bubbles, they induce oscillations that 
generate additional sound waves where the dominant bubble vibration 
frequency is around 4 kHz. This generation can lead to either construc-

tive or destructive interference with the incident waves, resulting in 
complex wave propagation phenomena. To simplify this complexity, 
the model we proposed leverages the effective compressibility theory. 
This approach helps to circumvent the complications introduced by the 
multi-scattering of acoustic waves, providing a more manageable anal-

ysis of the acoustic wave propagation in the presence of bubbles. The 
second difference lies in that the true gas plume generation dynamic 
in the experiment was not recovered as the model input. Whenever the 
pressure of air injected into the air hose changed, the bubbles could be 
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emitted from different pockmarks at the sediment (here, the air stone) 
surface. The ever-changing bubble generation dynamic leads to the sec-

ond difference, which is the uneven bubble spatial distribution. The 
effective compressibility theory takes the bubble-water mixture as a 
dispersive entirety whose compressibility changes along with bubbles. 
Moreover, the sound rays are assumed to pass through the bubbly re-

gion. While bubbles in the experiment were dispersed in several regions 
but uneven in the entire volume and the direct sound ray might not in-

teract with these regions, which introduces uncertainty to the modeling. 
Hence, the model input flow rates were scaled down to fit the actual 
situation and the direct association between flow rate and sound speed 
variation is thus weak. When the proposed model is implemented and 
applied in the field work, more would need to be considered focusing 
on the various influence parameters from the environment.

6.2. Prospects for model refinement

The proposed model used Minneart frequency to calculate bubble 
resonance frequency in bubble plumes. The application of the Minnaert 
formula can be applied to isolated bubbles without interacting with 
each other. The interactions between bubbles is a common question in 
this research field and should be more comprehensively discussed and 
resolved. In our current investigation, we did not consider such inter-

action and acknowledged that may introduce some error. Furthermore, 
there exists a mutual influence between bubble resonance and acous-

tic transmission. When a bubble is generated and break the neck of 
gas tube between the bubble and leaking hole, it oscillates and radiates 
acoustic wave at the resonance frequency. This process may be affected 
by the incentive sound wave particularly when the incentive acoustic 
frequency is close to the bubble resonance frequency. Moreover, the 
incentive wave has an impact on the excitation of bubble walls and 
may change the shape of bubble. Such an impact may further alter the 
natural frequency of the bubble. In this study, we did not detail this sce-

nario because we are more focused on the active acoustics rather than 
the passive sound radiated by the bubble generation.

The intricacies of bubble dynamics, including the effects of external 
acoustic waves on bubble behavior and the subsequent implications for 
both bubble resonance and acoustic transmission, represent critical ar-

eas for future research. By delving deeper into these aspects, subsequent 
studies could significantly enhance our understanding of the complex 
interactions at play, thereby refining the predictive capabilities of the 
proposed model.

6.3. BSD estimation technique comparison

In this investigation, we employed three distinct techniques for the 
estimation of BSD, namely the passive acoustic, optical, and the active 
acoustic inversion, each selected in accordance with specific considera-

tions. The passive acoustic and optical techniques entail the direct anal-
ysis of acoustic signals and morphological characteristics of bubbles, 



Applied Acoustics 224 (2024) 110132S. Liu, J. Li and W. Xu

Fig. 10. Comparison between the experiment BSD and distributions in notable relevant works of literature. The bubbles emitted from the air stones are normally 
smaller than bubbles observed at natural underwater gas leakage sites, however, still in reasonable sizes.
Table 3

Compilation of underwater gas seepage found in natural 
environment. The associated BSDs are shown in Fig. 10

and compared with the BSD in our experiment.

Reference Area Seeping depth

[22] Santa Barbara Channel 20 - 70 m

[33] Lake Kinneret 36.5 - 43 m

[39] Vodyanitskii mud volcano about 2070 m

[32] Haakon–Mosby mud volcano about 1280 m

[37] offshore Pakistan 400 - 3000 m

[44] offshore NW-Svalbard 200 - 400 m

[28] Lake Baikal about 40 m

respectively. The passive acoustic method identifies bubble signatures 
in time-frequency spectrum, and forms a histogram of bubble radius by 
applying the Minnaert equation. The histogram is then used to obtain 
an estimation of BSD. We additionally incorporate an optical technique, 
utilizing video analysis for direct identification of bubbles, which offers 
a more visible estimation of BSD. The utilization of multiple estima-

tion way can substantially increase the efficacy of the acoustic methods 
in this work. In contrast, the active acoustic inversion method operates 
indirectly by utilizing sound speed variations as input data for BSD es-

timation. The efficacy of the inversion method is contingent upon the 
precision of the underlying model. When the model accurately predicts 
sound speed variations, the inversion method yields favorable results. 
In turn, if the active acoustic inversion method demonstrates commend-

able performance, it substantiates the fidelity of the model. The passive 
acoustic method has proven to be effective for estimating BSD in both 
artificial and natural seepage environments [24,36]. However, the op-

tical method may exhibit diminished performance in the presence of 
varying illumination conditions, as elucidated in Section 5. As a result, 
within the scope of this study, the passive method was employed to es-

tablish the ground truth BSD, while the optical method provided supple-

mentary validation of the BSD. The inversion method served as a means 
of ‘inverse comparison’, thereby validating the reliability of the model. 
As indicated by the results, the model’s accuracy is evident, affirming 
the inversion method’s competence in the precise estimation of BSD.

6.4. BSD in natural environment

As the objective of the developed model resides in its capacity to pre-

dict sound speed and attenuation at real world underwater gas leakage 
sites, it becomes imperative to engage in a comparison between the BSD 
observed in the experiment and the BSD inherent to natural underwater 
environments. Table 3 lists notable relevant literature concerning un-

derwater gas leakage and the corresponding BSDs are shown in Fig. 10

in comparison with the BSD estimated from our air stone data. This 
comparison reveals substantial variations in bubble size across different 
geographical locations. The bubbles generated within our experiment 
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exhibit smaller dimensions when compared with those observed in nat-
ural marine ecosystems, albeit remaining within a reasonable range. 
The dominant bubble radius, determined to be approximately 1.1 mm 
in our study, closely aligns with findings reported by Muyakshin and 
Sauter [32]. Consequently, it can be reasonably asserted that the BSD 
in our experiment is a credible and informative proxy for representing 
the BSD in natural underwater environments.

7. Conclusion

In this paper, we developed a numerical model to simulate the 
underwater sound speed variation imposed by the gas plume. By trans-

mitting LFM pulses at six frequencies centered ranging from 1 to 8 kHz 
through gas plumes generated at various flow rates, the propagation 
delays were estimated using time-domain correlation, and the sound 
speeds were obtained by processing these delays statistically. The exper-

imental measurements exhibit consistency with the model output and 
the average MAE is 11.53 m/s with a 72.2% R-Squared score. A BSD 
inversion algorithm based on GA was developed to match the model 
output and the experimental data. This algorithm serves as an addi-

tional validation tool for the numerical model, reinforcing confidence 
in the effectiveness of the developed model. These collective findings 
underscore the potential for leveraging active acoustic monitoring tech-

niques for the surveillance and assessment of underwater gas emissions, 
thus contributing to the advancements in underwater acoustic charac-

terization of gas plumes and marine environmental monitoring.
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