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Abstract: Accurately measuring inherent optical properties (IOPs) in water is fundamental for
characterizing light transmission in aquatic environments and advancing our understanding of
biogeochemical processes. Lidar, with its capability for continuous day-and-night observations
and strong water penetration, holds great potential for detecting optical parameters in water.
However, ocean lidar faces challenges in addressing ill-posed equations and mitigating the effects
of multiple scattering when detecting IOPs. In this study, a method for IOP detection based
on multiple scattering profiles is proposed and demonstrated. First, a semi-analytic Monte
Carlo approach was applied to analyze the relationship between multiple scattering profiles
measured by off-axis lidar and IOPs. Next, a tank experiment was conducted to establish an
analytical expression for this relationship. Subsequently, field experiments were carried out in the
South China Sea using underwater single-photon lidar. Compared to in-situ measurements, the
statistical root mean square error values were 0.007 m~! for the scattering coefficient, 0.012m™!
for the beam attenuation coefficient, and 0.014 m~" for the absorption coefficient, validating the
feasibility of the proposed method. Overall, this new IOP measurement approach is expected to
contribute to advances in ocean biogeochemical cycle research.

© 2024 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

The inherent optical properties (IOPs) of water, including the absorption coefficient (a), scattering
coeflicient (b), and attenuation coeflicient (c¢), play an important role in various oceanographic
assessments [1]. These properties are pivotal for evaluating ocean primary productivity [2],
estimating phytoplankton biomass [3], measuring particulate organic carbon (POC) [4], and
assessing underwater imaging quality [5]. For instance, the particulate beam attenuation
coefficient (c,) is used to estimate the concentration of particulate organic matter (POC) [6].
Additionally, the absorption coeflicient (a) can serve as a proxy for the concentration of dissolved
organic material (DOM) [7] and chlorophyll-a concentration (Chl) [8], providing insights into
the presence and abundance of these substances in the water.

The measurement of IOPs can generally be classified into two categories: in-sifu measurement
and remote sensing. In-situ devices, such as commercial high spectral absorption and attenuation
meter (WET Labs ac-s) [9] and LISST-VSF [10], offer high precision and reliability but are
limited in coverage and are complex to operate. Remote sensing, on the other hand, provides a
broad and rapid acquisition of water body information, serving as an important supplementary
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method for water parameter measurement. Among these, lidar technology has become a key
tool for ocean profile remote sensing due to its strong water penetration capability, continuous
day-and-night observation, and high depth resolution [11]. It has been widely applied in fields
such as scattering layer detection [12,13], Chl profile detection [14], temperature and salinity
measurement [15,16], shallow water depth measurement [17], underwater imaging [5], fish
monitoring [18-20], and internal wave detection [21,22].

However, lidar still faces several challenges in measuring IOPs of water. Firstly, lidar encounters
the issue of ill-posed equation when inverting the lidar attenuation coefficient (Kj;4,,) and the
180° backscattering coefficient (3(st)), where a single equation is insufficient to solve for the two
unknowns (B() and Kjiq,r) simultaneously. To address this issue, researchers have proposed
various algorithms, including the Collis slope method assuming negligible vertical variation in
B(m) [23], the Klett [24] and Fernald [25] algorithms assuming a specific relationship between
B(w) and Kji4,r, and the perturbation method [26] assuming minimal vertical variation in Kj;4q;-
However, these assumptions introduce some degree of systematic error. Furthermore, to invert
these parameters without assuming a relationship between Kj;q, and 8(st), high-spectral-resolution
lidar (HSRL) technology has been developed [27-30]. This technology can simultaneously
measure Mie backscattered and Brillouin backscattered signals, allowing two equations to be
used to solve for the two unknowns (B(m) and Kj;4,-). However, even with accurate inversion
of B(m) and Kjiqar, it is still necessary to establish the relationships between Kj;4,, and IOPs,
and between S(st) and 1OPs, to further derive the IOPs of water. For example, to establish the
relationship between B(st) and the backscattering coefficient (by), a conversion factor (y) is
required [31]. However, studies show that the y factor varies significantly [32]. For Kj;4q,, it is
typically related to the ¢ or the diffuse attenuation coefficient (Ky) [33].

Additionally, the extensive multiple scattering that occurs during laser transmission in water
not only affects the inversion of Kj;4,- and S(7) in lidar systems but also impacts the relationship
between Kjiqzqr, B(7t), and water IOPs. For instance, research indicates that when multiple
scattering significantly contributes to the backscattered signal, as in the case of the spaceborne
ICESat-2 platform, Kj;4,, tends to approximate the K;. Conversely, when the backscattered signal
is predominantly influenced by single scattering, as with underwater lidar, Kj;4,, approximates the
¢ [33]. This indicates that the IOPs of the water determine the distribution of multiple scattering
in the lidar backscattered signal, which also implies that the distribution of multiple scattering
can be used to infer the IOPs of water.

In previous work, an off-axis lidar system based on single-photon detection technology has
been developed to overcome strong near-field signal interference and improve measurement
dynamic range. This system has been successfully applied to detect water optical parameters
[34-37], underwater oil spills [38], water depth [17], and bubbles [39]. In off-axis underwater
lidar systems, within a range of less than 3 m, the geometric overlap factor (Q) is 0, meaning that
the lidar receives only multiple scattering profiles. This study will use these profiles to measure
1OPs.

The organization of this paper is as follows: First, based on Monte Carlo (MC) simulation
methods, the mechanism by which parameters a, b, and ¢ affect multiple scattering profile
are investigated, providing a theoretical basis for using off-axis lidar to invert IOPs from
multiple scattering profile. Next, an analytical formula for IOPs is established through tank
experiments. Furthermore, field experiments are conducted, and the IOPs data obtained from in-
situ measurements are compared with the results from off-axis lidar measurements to validate the
feasibility of the method. Finally, the influence of scattering phase functions on the measurements
of b and ¢ was discussed to validate the robustness of the method under different water conditions.
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2. Influence of IOPs on multiple scattering profiles of off-axis lidar
2.1. MC simulation

Due to the multiple scattering that occurs during laser transmission in highly scattering water
media, the lidar backscattered signal consists of both single and multiple scattering components.
The single-scattering signal only exists when Q > 0, while the multiple-scattering signal is present
along the entire lidar transmission path. In lidar, the Q refers to the degree of overlap between
the field of view (FOV) of the receiving telescope and the laser beam illumination area in space.
Figure 1(a) illustrates the distribution of Q for off-axis lidar when only single scattering signals
are present. When the detection range is less than R;, Q is 0, meaning the lidar cannot detect any
backscattered signals. As the range increases to R, Q gradually increases from 0 to 1. Here, R;
represents the range at which the Q just becomes non-zero, and R, represents the range at which
Q just reaches 1. Beyond this point, the laser beam is fully within the FOV of telescope, and Q
remains at 1.
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Fig. 1. (a) Schematic diagram of transceiver system of off-axis lidar with Q shown in the
bottom; (b) MC simulation signals at Chl of 0.1 mg/m?, with P representing total signal.
MS-n (n=1, 2, 3) represent the multiple scattering components of P for scattering orders n,
while n =4 represents the sum of signals with scattering orders greater than 3; (c) same as
(b) at a higher Chl of 5.0 mg/m>.

However, when multiple scattering occurs during laser transmission, the distribution of Q will
be altered. In the O to R range where Q was originally 0 in Fig. 1(a), backscatter profiles can
still be detected due to the presence of multiple scattering signals. These profiles, containing
only multiple scattering signals, are referred to as the multiple scattering profiles. This multiple
scattering profile is governed by the IOPs of the water. To investigate how IOPs affect the multiple
scattering profile, this article will utilize MC simulations. The MC simulation is based on
statistical principles, which simulates transmission of photons underwater by stochastic sampling,
thus effectively reflects multiple scattering in water. This simulation method has been widely
used in all kinds of ocean lidar, including spaceborne, airborne, shipborne and underwater lidar
system. This study adopted the semi-analytical MC simulation to enhance simulation efficiency
[40]. The detailed process of MC simulations can be referenced in previous studies [40,41].

The distribution of backscattered profiles using MC simulations under low and high Chl
conditions is shown in Fig. 1(b) and 1(c), respectively. In the simulation, the lidar hardware
parameters are based on those of an actual lidar system, as listed in Table 1. The bio-optical
model used for calculating the IOPs of water based on Chl references our previous study [42],
and the widely used Petzold scattering phase function is adopted [43]. In the Fig. 1, P represents
the total lidar signal, and MS-n (n = 1,2,3) represent the multiple scattering signal components
of P for scattering orders of n, while MS-4 corresponds to the sum of signals with scattering
orders greater than 3. It can be observed from the figures that, whether under low Chl condition
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(Fig. 1(b)) or high Chl condition (Fig. 1(c)), there are no single scattering signals, only multiple
scattering signals, in the near-field region from 0 to about 3 m. Moreover, for Chl of 0.1 mg/m?
(Fig. 1(b)), single scattering remains dominant in the backscattered signal beyond 3 m. In contrast,
for Chl of 5 mg/m? (Fig. 1(c)), the contribution of multiple scattering signals increases beyond 3
m, and after 5 m, multiple scattering signals surpass single scattering signals. The differences in
IOPs lead to variations in the proportion of multiple scattering profile, resulting in changes in the
shape of the backscattered signal.

Table 1. Key parameters of off-axis lidar

Parameter Value
Wavelength 532nm
Diameter of telescope 2.1 mm
FOV of telescope 10 mrad
Diameter of laser beam 1 mm
Laser divergence angle 1.5 mrad
Distance between telescope and laser beam 15.5 mm
Photon number 108

2.2. Influence of a and b on multiple scattering profiles

Subsequently, the effects of a, b, and ¢ on the multiple scattering profile is examined separately.
Table 2 lists the input values for optical parameters a and b, with a ranging from 0.04 m™' to
1 m~" and b ranging from 0.002m™" to 2m~'. There are 700 combinations of a and b, covering
conditions from pure water to turbid water. In the case where a is constant and b is varied, the
backscattered signals of the off-axis lidar obtained from the MC simulation are shown in Fig. 2(a)
and (b). In Fig. 2(a), a is 0.1 m™', and in Fig. 2(b), a is 1 m~!. Note that the y-axis is logarithmic
scale. It is obviously that the near-field signal from O to 3 m can be fitted with a linear function.
The signal intensity increases with increasing b at both low and high a condition. For near-field
signals ranging from O to 3 m, a linear function In(P)=Kr + B can be used for fitting, where P is
the backscattered signal intensity at a detected depth of r, K is the slope of the linear function
and B is the intercept. The relationship between B and b, obtained by linearly fitting In(P) from
Fig. 2(a) and 2(b), is shown in Fig. 2(c). As seen in the figure, b and B follow an exponential
distribution. The line represents the exponential fitting results, while the points are derived from
fitting the data in Fig. 2(a) and 2(b) using the equation In(P)=K-r + B.
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Fig. 2. MC-simulated off-axis lidar backscattered signals with constant a and varying b: (a)
a=0.1m™1p ranging from 0.002 to 2 m™! (b)a=1.0m™, b ranging from 0.002 to 2 m~!;
(c) the relationship between b and B obtained from linear fitting of In(P) for signals in (a)
and (b).
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Table 2. Values of a and b for MC simulations

0.04 0.05 0.06 0.07 0.08 009 010 0.11 0.2 0.13

a (m’l)
0.14 0.15 0.17 020 025 030 040 050 0.70 1.00
0.002 0.005 001 002 003 004 005 006 008 0.10
0.12 0.14 0.16 0.18 020 022 025 030 035 040
b(m™

0.45 0.50 0.60 0.70 080 090 100 1.10 120 1.30
1.40 1.50 1.60 180 200 — — — — —

To further verify that B is solely determined by b and is independent of a, the same analysis is
conducted with constant b and varying a. The results are shown in Fig. 3. Figure 3 shows the
distribution of backscattered signals as a varies from 0.04 m~! to 1 m™! with b set at 0.002m™!,
0.2m~!, and 2m™", respectively. After processing the data for these three cases, the statistical B
values are shown in Table 3. The standard deviation (SD) and coefficient of variation (CV) of B,
under varying a but constant b, are also presented. The formulas for calculating SD and CV are
as follows:
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Fig. 3. MC-simulated off-axis lidar backscattered signals with constant b and varying a
with (a) 5=0.02m~'; (b) b=0.2m™" and (c) b=2m™".
Table 3. Statistical results of B with varying a under constant b
a(m™) -
b(m™) B SD |CV]
0.04 0.1 0.2 0.5 1
0.02 -12.134 —12.158 —12.124 —11.891 -11.819 —12.025 0.054 0.5%
0.2 -7.377 -7.371 -7.360 -7.315 -7.176 -7.320 0.029 0.4%

2 -2.307 -2.136 -2.363 -2.110 -2.133 -2.210 0.040 1.8%
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where B is the mean of B at constant b, and # is the number of gradients of a. Table 3 shows
that neither the SD nor the CV coeflicient is affected by a, indicating that B is independent of a.
Furthermore, B is solely related to b and follows an exponential relationship with b.

2.3. Influence of c on multiple scattering profiles

To investigate how parameter ¢ affects multiple scattering backscattered signals, MC simulations
are conducted with ¢ set to 0.5 and 2m™!, and a varied from 0.1 to 1 m~!. The backscattered
signals are shown in Fig. 4(a) and 4(b), respectively. It can be seen from the figures that when ¢
remains constant, the slope of the In(P) profile remains essentially unchanged. Table 4 lists the
parameters for MC simulation under the same c¢ and different a. By fitting the multiple scattering
profiles from 0-3 m with In(P)=K-r + B and analyzing the relationship between K and c, as shown
in Fig. 4(c), it is evident that K is uniquely determined by c¢. Changes in a (i.e., changes in b) do
not affect K, and there is a linear relationship between ¢ and K. The linear fit of ¢ versus K is
shown as the line in Fig. 4(c), with a high fitting accuracy and an R-squared (R?) value of 0.99.
From the above analysis, it can be concluded that for the 0-3 m near-field signals of off-axis lidar,
when the subsurface water is vertically homogeneous, the signal In(P) can be represented by
a linear function. In this function, b determines the intercept B, while ¢ determines the slope
K. Moreover, the relationship between b and B follows an exponential distribution, while the
relationship between c and K follows a linear distribution, that is:

b =p1-exp(p2 - B)
c=p3-K+ps

3

where p1, p2, p3, and p4 are fitting parameters, which will be determined through subsequent tank
experiments. The reason for adopting experimental determination rather than MC simulation for
these parameters is the presence of certain discrepancies between the laser divergence angle and
FOV of the telescope incorporated into the MC, and the actual lidar system. Moreover, parameter
B is related to intensity and can only be determined through experiments conducted at specific
laser intensity levels.

1074 - - - 1072 .
2 2
@& 7
= =
2 2
= .. (=
';lO‘(’ <10 7 |
2 2
= =
v [*]
[~ (=4
c=0.5m"
-8 . . . -12 oy
10 0 2 4 10 0 2 4 6
Depth (m) Depth (m)

Fig. 4. (a) MC simulation signals at constant ¢ and varying a with (a) ¢=0.5 m~! and (b)
c=20m™; (c) statistic results of K using MC case 2 simulation signals.
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Table 4. Values of ¢ and a for MC Simulation

¢ (m™h) a(m™)

0.08 0.04 005 0.06 0.07 — — — — — — — —
0.09 004 005 0.06 007 008 — — — — — — — —
0.10 004 005 006 007 008 — — — — — — — —
0.11 004 005 0.06 007 008 009 0.1 — — — — — —
0.12 004 005 0.06 007 008 009 0.1 — — — — — —
0.13 004 005 006 007 008 0.09 0.1 — — — — — —
0.15 004 005 006 007 008 0.09 0.1 — — — — — —
0.17 004 005 006 007 008 0.09 0.1 — — — — — —
0.20 004 005 006 007 008 0.09 0.1 — — — — — —
0.25 004 005 0.06 007 008 0.09 0.1 — — — — — —
0.30 004 005 0.06 007 008 0.09 0.1 — — — — — —
0.35 004 005 006 007 008 0.09 0.1 — — — — — —
0.4 004 005 0.06 007 008 0.09 0.1 — — — — — —
0.5 004 005 006 007 0.09 0.1 011 012 013 014 015 017 02
0.6 004 005 006 007 0.09 0.1 011 012 013 014 015 017 02
0.7 004 005 006 007 0.09 0.1 011 012 013 014 015 017 02
0.8 004 005 0.06 007 009 0.1 011 012 013 014 015 017 02
0.9 004 005 0.06 007 009 0.1 011 012 013 014 015 017 02
1.0 004 005 0.06 007 009 0.1 011 012 013 014 015 017 02
004 005 0.06 007 009 0.1 011 012 013 014 015 017 02

1.2
0.3 0.4 0.5 — — — — — — — — — _
14 004 005 006 007 009 0.1 011 012 013 014 015 017 02
0.3 0.4 0.5 — — — — — — — — — _
L6 004 005 006 007 009 0.1 011 012 013 014 015 017 02
0.3 0.4 0.5 — — — — — — — — — _
L8 004 005 0.06 007 009 0.1 011 012 013 014 015 0.17 02
0.3 0.4 0.5 — — — — — — — — — _
20 004 005 0.06 007 009 0.1 0.11r 012 013 014 015 0.17 02

0.3 0.4 0.5 — — — — — — — — — _

3. Tank experiment

To overcome the interference at the air-sea interface and to facilitate the deployment of lidar on
underwater platforms such as autonomous underwater vehicles (AUVs) and remotely operated
vehicles (ROVs), an underwater lidar has been adopted. Detailed hardware specifications can be
found in previous work by our group [37], and a brief introduction of the system is provided
here. The system uses a 532 nm pulsed laser with a pulse width of 501 ps and a repetition
rate of 1 MHz. The lidar adopts an off-axis configuration. The receiver uses a fiber-coupled
small-aperture collimator with a 10.9 mm focal length, and the backscattered signal is detected
by a silicon avalanche photodiode (Si-APD). The lidar has dimensions of 20 cm in diameter and
40 cm in length, an average power consumption of approximately 80 W, and a weight of 15 kg.
Due to the watertight design of the entire lidar system, it can be deployed at depths of up to 1 km
underwater, where the pressure is approximately 10 MPa.
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To determine the values of py, pa, p3, and ps4 in Eq. (3), the lidar was first tested in an
experimental water tank. Figure 5 illustrates the top-down view of the experimental tank layout,
which includes the underwater lidar system and a high spectral absorption and attenuation meter
(WET Labs ac-s) for measuring the a and the c¢. The dimensions of the tank are 14 m X2 mx 1
m (length X width X depth). To minimize the reflection of the laser off the inner walls, a black
coating was applied to the interior surfaces of the tank. In the experiment, the ac-s was placed at
a position 2 m away from the lidar, as shown in the schematic diagram of Fig. 5. Both the lidar
and the ac-s were positioned horizontally at a depth of approximately 0.5 m.

Control & Monitoring

v

ac-s Length: 14 m

T, 0
Depth: I m

Fig. 5. Schematic diagram of the tank experiment.

During the experiment, tap water was first added to the tank, and then lake water was added
to alter the IOPs of the water. The lake water was sourced from a natural lake at Xiamen
University’s Xiang’an campus (24.61°N, 118.31°E), with a value of ¢ of approximately 6.0m™".
To gradually change the IOPs, the lake water was first diluted, and then the diluted lake water
was uniformly sprayed into the tank using a sprayer. After slowly stirring to ensure uniform
distribution, lidar and ac-s measurements were conducted. Additionally, the water temperature
in the tank was recorded every five minutes using a thermometer for subsequent calibration
of the a measured by the ac-s. Since both the tank water and lake water are fresh water, the
salinity of the tank water is considered to be 0%o. The calibration methods for the ac-s, as well
as the correction methods for temperature and salinity, and the scattering error correction method
for the absorption coefficient, followed the protocols in Refs. [44,45]. After correction, the
absorption coefficient and attenuation coefficient of pure water (a,, and c,,) were added to the ac-s
measurements to generate the total absorption coefficient (a) and total attenuation coefficient (c)
at 532 nm, with a,, at 532 nm being 0.043 m™! and ¢,, being 0.045 m™~! [46,47]. The calibration
and correction methods for ac-s were also applied in subsequent field experiments.

The results from 29 sets of data measured using the above methods are shown in Fig. 6.
Figure 6(a) displays the lidar backscattered signals at different ¢ values, with different colored
lines corresponding to the various ¢ values measured by ac-s. The peaks at approximately 13 m
are attributed to wall reflection. During the addition of lake water, the a increased from 0.09 m~!
to 0.32m™!, and the ¢ increased from 0.15m™! to 1.43m™". The effective detection distance of
the lidar in the water decreased from over 12 m (blue line, limited by the tank size) to less than 3
m (red line). It can be observed from the figure that as c increases, the slope and intensity of the
near-field multiple scattering profile also gradually increase. By statistically analyzing the slope
K and intercept B of In(P) within the near field (0-3 m) and fitting the K to ¢ and the B to b using
Eq. (3), the parameters py, pa, p3, and p4 in Eq. (3) were determined, with R? values exceeding
0.99. Finally, Eq. (3) was updated to:

b = 0.003 - exp(0.592 - B)
c=-0.574-K +0.126

“



Research Article

Optics EXPRESS

10° 15
(b) (c)
P 5b=0.003-exp(0.592:B) &2 Wy ¢=-0.574-K+0.126
10t R2=0.99 ) _Lor R*=0.99 1
j=} -
210°F “ost ]
o~
= Measured = Measured
p — Fitted — Fitted
10° : . 0.0 - : :
7 9 11 -3 -2 -1 0 1
Distance (m) B K

Fig. 6. (a) Lidar backscattered signals at different ¢ values measured by ac-s; (b) exponential
relationship between b and B, with dots representing measured data and the line representing
the fitted result; (c) linear relationship between ¢ and K, with dots representing measured
data and the line representing the fitted result.

Finally, analytical formulas for retrieving the water’s b and ¢ were established based on the
multiple scattering profile, and a can be determined by ¢ minus b.

4. Field experiment

To validate the feasibility and effectiveness of retrieving water IOPs based on multiple scattering
profiles, a field experiment was conducted from May 16 to 24, 2024, aboard the Zhong Haike
777 Research Vessel in the South China Sea. The lidar was mounted on a long steel tube on
the side of the aft deck and placed vertically into the water, as shown in Fig. 7(a). The lidar’s
outlet was positioned approximately 1.5 m below the ocean surface, effectively suppressing solar
background noise while minimizing the impact of surface bubbles on the measurements. The
laser pulse energy was set to the same value as in the tank experiment, approximately 200 nJ. The
experiment was conducted at 12 stations in the South China Sea, and Fig. 7(b) shows the locations
of these stations, with the background representing the monthly averaged Chl for May 2024,
derived from the moderate resolution imaging spectroradiometer (MODIS). The coordinates of
these stations are listed in Table 5, with all stations having a Chl of less than 0.17 mg/m>. Among
them, stations S5 to S8 were located close to each other and near an island reef where the Chl
was significantly higher than in the surrounding areas. During the measurements at these stations,
within the first hour of the vessel’s arrival, the WET Labs ac-s was used to measure the a and c,
and the Seabird SBE-25 CTD was used for simultaneous temperature and salinity measurements.

Table 5. Station location information.

Station  Longitude (°E)  Latitude (°N) | Station  Longitude (°E)  Latitude (°N)
S1 110.389 17.996 S7 111.493 17.113
S2 110.687 17.837 S8 111.493 17.113
S3 110.646 17.710 S9 111.680 18.106
S4 111.081 17.331 S10 111.132 17.986
S5 111.482 17.109 S11 111.123 17.350
S6 111.488 17.107 S12 110.735 17.830

Figure 8 shows the depth profiles of the lidar backscattered signals at each station, with
different stations separated by white narrow bars. The black dashed line indicates the depth of
4.5 m. Since the lidar’s outlet is positioned 1.5 m below the water surface, the lidar data begins
collecting from a depth of 1.5 m. From Fig. 8, it can be observed that the residence times at



Research Article Vol. 32, No. 27/30 Dec 2024/ Optics Express 48044

Optics EXPRESS

Chl (mg/m?)

Lidax

108°E 109°E 110°E 111°E 112°E 113°E 114°E

Fig. 7. (a) Schematic diagram of the fixed lidar on the research vessel, with the laser outlet
positioned 1.5 m below the surface; (b) Location map of the 12 experimental stations, with
the background showing the monthly averaged Chl for May 2024 obtained from MODIS.
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Fig. 8. Profiles measured by lidar at the 12 stations.

each station vary, with S1 having a residence time of nearly 20 hours, which allows for further
analysis of the diurnal changes of IOPs in the subsurface. In this study, the near-field signals,
namely the multiple scattering profiles ranging from 1.5 to 4.5 m, were used for further retrieval
of IOPs. After removing the background light, the near-field signal was fitted using the linear
function In(P) = K-r + B, and the obtained K and B were substituted into Eq. (4) to retrieve ¢ and
b. Subsequently, coefficient a was calculated by ¢ minus b.

The retrieved IOPs of these stations are shown in Fig. 9, where the lines and pentagrams
represent the IOPs measured by the lidar and ac-s, respectively. The horizontal position of the
pentagrams corresponds to the first half-hour after the vessel’s arrival at each station, as the
ac-s measurements were conducted within the first hour post-arrival. Except for station S1 in
the first subplot of Fig. 9, the IOPs at each station varied slowly over time. Notably, all three
optical parameters (a, b and ¢) at S1 decreased over time, reaching minimum values around 4:00
AM on May 17, before beginning to increase at 6:00. These trends can also be observed from
the lidar-measured profiles of S1 in Fig. 8, where the penetrating depth is greater in the central
period of S1, indicating cleaner surface water at night.
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Fig. 9. IOPs observed by lidar at the 12 stations, with lines and pentagrams representing
the values measured by lidar and ac-s, respectively.

To compare the lidar and ac-s measurements, the IOPs retrieved by the lidar during the first
hour at each station were averaged to contrast with the measurements of ac-s at 3 m. Figure 10
presents the comparison of the IOPs measured by the lidar with those measured by ac-s at each
station. It can be seen that the variation ranges of both b and ¢ are small across these stations, but
the values measured by the lidar for both b and ¢ show a consistent trend with those measured by
ac-s. However, since a is derived by subtracting b from c, and both parameters have measurement
errors, this results in a larger discrepancy between the lidar-derived a and the ac-s measurements.
For example, the lidar-measured c value at S1 exceeds that of ac-s by about 0.03 m™!, leading to
an overestimation of a, while the lidar underestimated c at S6, causing an underestimate of a.
Nevertheless, as shown in Fig. 10(b), the root mean square error (RMSE) values for b, ¢, and a
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are 0.007m™", 0.012m™!, and 0.014 m™', respectively, demonstrating the applicability of the
IOPs retrieval method.
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Fig. 10. Comparison of lidar and ac-s measured IOPs at a depth of 3 m. Left column shows
IOPs varying with station, while right directly contrast these two techniques.

5. Discussion

To demonstrate the applicability of the proposed method in different oceanic environments,
including the effects of varying scattering phase functions (SPFs) and different particle abundances
on the measurements, MC simulations were conducted using different particle SPFs according to
[48]. Specifically, the six phase functions, including Petzold average SPF (Petzold), Petzold flat-
back SPF (Flat-back), Fournier-Forand SPF (FF), One-Term Henyey-Greenstein SPF (OTHG),
Two-Term Henyey-Greenstein SPF (TTHG), and Ad Hoc SPF (Ad hoc), span the range of
functional forms seen in the oceanography literature [48]. As shown in Fig. 11, the adopted
SPFs exhibit significant differences from one another. In addition to particle scattering, water
molecules also contribute to photon scattering, and their contribution can be more significant in
clear ocean environments. The total scattering phase function of water, considering the SPFs of
both water molecules and particles, can be expressed as [49]:

B(0) =1 - Bu(0) + (1 = 1) - B,(6) &)

where 7 is the ratio of the scattering coefficient of water (b,,) to the total scattering coefficient (b),
Buwis the water SPF [50] and 3,(6)is the particle SPF.

Using six different particle SPFs and the MC simulation and statistical methods described
in Section 2, the relationships between b and B, as well as ¢ and K, were derived, as shown in
Fig. 12. To facilitate analysis, the mean absolute deviation (MAD) is employed to evaluate the
performance of b and ¢, expressed as follows:
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Fig. 11. Phase functions used in the MC simulations: (a) scattering angles in logarithmic
scale, (b) scattering angles in linear scale.

6
1 _
MAD = — X, —X 6
5 2 =X ®

where x; is the inversed b or c of the i-th SPF, is the average of x;. Additionally, the mean relative
error (MRE) is calculated to further evaluate b, expressed as follows:

o -
1 |X; - X|
MRE = - — 7
621] = (7)

As shown in Fig. 12(a) and (b), the relationship between b and B varies under different SPFs.
Specifically, when the value of b ranges from 0 to approximately 2.2 m~!, although the MRE
remains below 30%, the MAD is relatively large, ranging from O m~! to about 0.6 m~!. From
Fig. 12(a), the most significant deviation is observed for the TTHG SPF, which is likely attributed
to its lower scattering intensity within the intermediate angle range. Regarding the relationship
between ¢ and K, as shown in Fig. 12(c), The relationship between ¢ and K is generally linear,
with consistent slopes across the six SPFs, although the intercepts vary. This results in the MAD
of the retrieved ¢ remaining nearly constant at approximately 0.1 m~! within the range of 0 m~! to
2.5m~!. When c is less than 0.2 m~!, the deviation can reach around 50%, whereas for ¢ greater
than 0.4 m™', the deviation decreases to below 30%. This indicates that the proposed method
may be more applicable to coastal waters. Additionally, as shown in Fig. 12(c), the results based
on the OTHG and Ad hoc SPFs differ significantly from those of the other SPFs. The OTHG SPF,
initially proposed by Henyey and Greenstein [51] for describing the scattering of interstellar dust,
requires further validation to determine its suitability for characterizing the scattering properties
of ocean particles. The Ad hoc SPF, on the other hand, is an artificially defined extreme case
relative to the TTHG, but its physical significance appears limited compared to measurement
results [49]. Excluding these two SPFs from the analysis reduces the MAD of ¢ to less than 0.03
m~!. Overall, the relationships between b and B, as well as ¢ and K, depend to some extent on
the particle SPF. Therefore, when applying the methods in this work to retrieve ¢ and b, prior
knowledge of the particle SPF can significantly improve retrieval accuracy.
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6. Conclusion

This study proposes and validates a new method for deriving the IOPs of water using the multiple
scattering profile from an underwater off-axis single-photon lidar. To the best of our knowledge,
this is the first time that multiple scattering profile have been used to simultaneously measure the
optical properties a, b, and c.

In this study, the MC method was applied, utilizing the control variable approach to explore
the effects of a, b, and ¢ on the near-field multiple scattering profile of the underwater off-axis
single-photon lidar. Subsequently, the slope K and intercept B of the In(P) of the multiple
scattering profiles were used to invert parameters ¢ and b. Moreover, water tank experiments
were conducted to establish the quantitative relationships between K and c, as well as B and b.
Finally, field experiments were carried out in the South China Sea, where the RMSE for b, c,
and a measured by the lidar and the ac-s were found to be 0.007 m~!,0.012m™!, and 0.014m™!,
respectively, demonstrating the feasibility of this method.

However, this study could only obtain the IOPs near the outlet of the lidar, which somewhat
limited the profiling capability of ocean lidar. Therefore, future work will focus on deriving
the vertical profiles of IOPs using more multiple scattering profiles. Additionally, the tank
experiment, due to its limited size, may still be affected by signals reflected from the tank walls,
despite them being painted black. Moreover, tap water was used in the experiment, which
differs from seawater in terms of salinity, organic and inorganic particles, and other factors. The
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impact of these factors on the measurements will be analyzed in future work. Furthermore,
changes in lidar system parameters necessitate re-establishing the relationships between b and B,
and c and K. Specifically, variations in the emitted laser wavelength affect the absorption and
scattering coefficients of water, while factors such as the telescope aperture, emission angle, and
relative positions of the optics influence the Q. These factors alter the measured distance and
corresponding relationships. Therefore, systematic calibration and relationship establishment,
as outlined in this paper, are essential when applying this method to measure ¢ and b in water.
Finally, the underwater lidar will be integrated into AUVs, allowing lidar observations to extend
from shallow waters to the deep ocean, thus unleashing the full potential of lidar in ocean
observations, particularly in deep-sea environments.
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