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Abstract The upper‐ocean relative vorticity has been found to be cyclonically skewed, but altimetry
observations indicate that long‐lifespan mesoscale eddies tend to be anticyclonic. We are thus interested in
whether cyclonic or anticyclonic eddies are more unstable under similar circumstances. Here we use
submesoscale‐resolving simulations of idealized mesoscale eddies, incorporating theoretical analyses, to
investigate asymmetries of submesoscale instabilities within the anticyclones and cyclones. It is found that
submesoscale filaments initiate at regions with the largest horizontal buoyancy gradients for both anticyclones
and cyclones, but these filaments subsequently rotate outward in anticyclones while inward in cyclones. Hence
submesoscales are more vigorous at anticyclone peripheries and the cyclone center. Such differing distributions
and evolutions of submesoscale processes are primarily caused by changes in the background stratification
associated with the decaying of mesoscale eddies. The active submesoscales near the cyclone center eventually
distort its core structure radically, whereas the anticyclone remains largely unaffected.

Plain Language Summary Previous studies found that flows with large anticyclonic vorticity, which
is negative (positive) in the Northern (Southern) Hemisphere, tend to be suppressed from further growing due to
developed instabilities. Hence large‐magnitude vorticity in the real ocean is more likely to be cyclonic than
anticyclonic. However, satellite observations reveal that there are more anticyclonic than cyclonic eddies that
live longer in time and also propagate farther in distance. It naturally raises a question whether cyclonic or
anticyclonic eddies are more unstable to instabilities. In this study, by conducting high‐resolution numerical
simulations of idealized mesoscale eddies, we find profound asymmetries in the spatial distributions and time
evolutions of smaller‐scale features (mainly submesoscale filaments) within the simulated cyclonic and
anticyclonic eddies. The submesoscale filaments are first generated at regions with the largest horizontal
gradients of density for both eddies, but their subsequent evolutions are different. Submesoscale filaments
migrate outward within anticyclonic eddies while inward within the cyclonic eddies. Because of this evolution
asymmetry, the core structure of the cyclonic eddies is significantly distorted after a certain period whereas the
anticyclonic eddies keep largely unaffected. This is perhaps the reason why anticyclonic eddies tend to live
longer in time.

1. Introduction
Mesoscale eddies represent a major portion of oceanic kinetic energy (Ferrari & Wunsch, 2009; Storer
et al., 2022) and hence the energy budget of mesoscale eddies is of great importance in the context of global
oceanic energy cascade. After decades of research, the energy source for eddies is better understood than their
energy sink (e.g., Gill et al., 1974). Constrained by density stratification and Earth's rotation, geostrophic eddies
tend to exhibit upscale energy transfer (Charney, 1971; Scott & Wang, 2005). Thus how mesoscale eddies
dissipate becomes an intriguing and vital issue. Several mechanisms have been proposed as potential routes to
eddy dissipation. For example, eddies can be damped due to viscous effect or scatter to high‐wavenumber modes
at boundary layers (e.g., Hughes & Wilson, 2008; Nikurashin & Ferrari, 2010; Zhai et al., 2010); mesoscale
eddies can also spontaneously emit inertia‐gravity waves and hence transfer their energy to unbalanced motions
that are more vulnerable to dissipation (e.g., Molemaker et al., 2015). With the advancement in high‐resolution
ocean observations and numerical simulations, submesoscale processes have been increasingly recognized as an
important mediator in the downscale transfer of eddy energy, thus bridging the gap between mesoscale and the
dissipative scale (McWilliams, 2016). Moreover, submesoscale processes are characterized by much larger
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vertical velocities than mesoscale processes, indicating potentially crucial roles in the vertical exchange of
nutrient or heat between the surface and interior oceans (Mahadevan, 2016; Su et al., 2018).

High‐resolution numerical simulations often suggest more vigorous submesoscale activities at eddy peripheries
than in the eddy center (e.g., Capet et al., 2008), and some observational studies also support such a pattern (e.g.,
Yang et al., 2017). This paradigm, however, is recently challenged by both in situ measurements (Hu et al., 2023)
and numerical modeling studies (Brannigan et al., 2017). Based on a suite of simulations with different resolu-
tions, Brannigan et al. (2017) revealed distinct features in the growth rate and spatial distribution of submesoscale
filaments within anticyclonic and cyclonic eddies; specifically, submesoscale instabilities can develop at a coarser
spatial resolution with a shorter time scale in anticyclones than those in cyclones; moreover, the active sub-
mesoscale filaments seem to initiate at the peripheries of anticyclones whereas the slower‐growing filaments start
from the core region of cyclones. These numerical simulations demonstrate that submesoscale processes may
manifest prominent asymmetries with different polarities of mesoscale eddies.

In accordance with the finding of Brannigan et al. (2017), previous investigators have also reported that anticy-
clonic flows are more vulnerable to submesoscale instabilities than cyclonic flows. These instabilities include (a)
centrifugal or inertial instability when the absolute vorticity takes the opposite sign of planetary vorticity (e.g.,
Thomas et al., 2013), and (b) ageostrophic anticyclonic instability that arises in several types of shear flows
(McWilliams et al., 2004). Flows with large anticyclonic vorticity are thus more easily suppressed from further
growing due to these instabilities, which is often used to interpret the distribution of cyclonically skewed relative
vorticity seen in the upper ocean (e.g., Lin et al., 2020; Rudnick, 2001). Whitt and Thomas (2015) also indicated
that anticyclonic flows are preferentially dampedwhen the energy of geostrophic flows is extracted by near‐inertial
motions. However, such an understanding seems to contradict with satellite observations of eddy activities. Ac-
cording to the altimeter‐based global statistics of mesoscale eddies, Chelton et al. (2011) reported a slight pref-
erence for short‐lived cyclonic over anticyclonic eddies; however, eddies with long lifetimes and large propagation
distances are preferred to be anticyclonic (see their Figures 2–4). This is somewhat unexpected if the above
argument holds (i.e., anticyclonic flows are more easily suppressed from further growing due to instabilities). We
conjecture that this argument is valid subject to certain circumstances which will be examined in depth here.

In this study, we aim to characterize the asymmetric features of submesoscale processes (e.g., filaments) within
cyclonic and anticyclonic eddies and explore the dynamics responsible for the asymmetries focusing on sub-
mesoscale instabilities.

2. Numerical Simulations
The high‐resolution Massachusetts Institute of Technology general circulation model (MITgcm) (Marshall
et al., 1997) is used here to simulate the evolutions of mesoscale eddies and their associated submesoscale
features. All simulations have a squared domain that is doubly periodic with a side length of 256 km and a depth of
1,000 m. The horizontal resolution is 500 m in both zonal and meridional directions, permitting submesoscale
processes in the model (e.g., Brannigan et al., 2017). There are 180 levels in the vertical and, as we mainly focus
on the submesoscale processes in the upper ocean, the grid spacing increases from 1 m in the upper 100 m to 40 m
near the bottom. The K‐profile parameterization is used to parameterize vertical mixing (Large et al., 1994). In
each experimental run, a single idealized eddy is initially prescribed by an anomalous temperature core with a
Gaussian structure (i.e., warm core for anticyclones and cold core for cyclones) (Figures 1b and 1c), which then
freely evolves without other forcing. The construction of the eddy follows the numerical setting of Ji et al. (2022)
andWang et al. (2022), and more details can be found in Supporting Information S1. The temperature anomaly at
the eddy center is set to be ∼2°C (Figure 1a), and after ∼1 day adjustment, both the anticyclonic and cyclonic
eddies have a mixed layer depth of ∼64 m at the eddy center and a radius of ∼46 km (we define the ±2 cm sea
level anomaly contour as the eddy boundary because this contour is closed to positions with the maximum
azimuthal velocity and contains the main structure of each idealized eddy). Although the initial temperature
anomaly is the same, the anticyclone has slightly larger velocities than cyclone as the anticyclonic fronts (i.e.,
fronts encircling a warm core) tend to have larger angular velocities compared to cyclonic fronts (Shake-
speare, 2016). Given the spatial scale of the simulated eddies, all simulations are configured on an f‐plane
( f = 10− 4 s− 1). The beta effect could affect certain aspects of the eddy evolution (e.g., westward propagation of
the eddy, radiation of Rossby waves, etc.), but sensitivity runs indicate that its impact on the generation and
evolution of submesoscale processes within the eddies is rather limited (figures not shown).
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3. Results
3.1. Simulation Results

Since the eddy is prescribed by a mesoscale temperature anomaly and then evolves without additional forcing, the
entire subsequent period of interest can in fact be regarded as the eddy's decaying stage in terms of total kinetic
energy of the eddy, although the associated submesoscale processes will experience stages of generation,
intensification, mature and decay. For the anticyclone and cyclone presented above, submesoscale filaments start
to be apparent from ∼Day 8 at regions with the largest buoyancy gradient (termed as eddy‐front area hereinafter
and marked by the region bounded by two dashed circles in Figures 2a and 2d) for both the anticyclone and
cyclone (Figures 2a and 2d). The submesoscale processes within the eddies become increasingly active during
Days 14–22 and reach their strongest in about Days 23–30. Closer inspection suggests that the early‐staged
submesoscale filaments are located closer to the eddy core for the cyclone (Figure 2d) and their subsequent
evolutions also tend to be confined within the eddy core area (Figure 2e). For the anticyclone, nevertheless, both
the early‐staged and subsequently developed filaments have a stronger impact on the eddy peripheries (Figures 2a
and 2b). The submesoscale processes finally distort the edges of the anticyclone, with filaments leaking to the
exterior region of the eddy, but the core area of the anticyclone largely remains unaffected in terms of the flow and
temperature fields (Figure 2c and Figure S1a in Supporting Information S1). As for the cyclone, the eddy edge
maintains the circle‐like shape (Figure 2f) but the submesoscale motions have significantly distorted the core
structure of the cyclone, both evidenced in the flow and temperature fields (Figure 2f and Figure S1b in Sup-
porting Information S1). It thus becomes clear that under such model configurations submesoscale processes are
more active in the central area of cyclones whereas they are more vigorous in the peripheral area of anticyclones.
In fact, such asymmetrical distributions of submesoscale motions within anticyclonic and cyclonic eddies are not
sensitive to moderate changes in the eddy strength (indicated by initial temperature anomalies) or eddy size
(Figures S2 and S3 in Supporting Information S1).

To quantify the asymmetries of submesoscale motions in the anticyclones and cyclones, we measure the sub-
mesoscale activity level using two parameters: PRo and Psdg (Wang et al., 2022):

PRo =
nRo
nt

(1)

Psdg =
nsdg
nt

(2)

Figure 1. Initial states of two idealized eddies. (a) Vertical temperature profiles of the eddy center (solid lines) and the background (dashed lines). Blue lines for the
cyclone and red lines for the anticyclone. (b–c) Sea level anomaly and sea surface velocities of the idealized anticyclone (b) and idealized cyclone (c). The black circle in
(b) or (c) denotes the eddy boundary defined by the ±2 cm sea level anomaly contour.
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where nRo (nsdg) is the number of surface grid points with Rossby number greater than 0.5 (horizontal density
gradient larger than 4 × 10− 5 kg m− 4) in a certain region and nt is the total number of surface grid points in the
corresponding region. (The Rossby number is defined here by the vertical relative vorticity scaled by local
planetary vorticity.) According to Equations 1 and 2, large values of PRo and Psdg indicate active submesoscale
activities. We then examine the temporal variations of these two parameters over the central (0–0.7R, where R
denotes eddy radius) and peripheral (0.7–1.2R) areas of the anticyclone and cyclone (Figures 2g and 2h). Note
that the results are insensitive to moderate modifications to the boundaries defining the eddy central and pe-
ripheral areas.

In the first 13 days, both eddies remain relatively stable (Figures 2g and 2h), although the spatial maps of Rossby
number indicate that submesoscale filaments become increasingly evident during Days 6–13 (figures not shown),

Figure 2. Spatial distributions of the surface Rossby number for anticyclone (a–c) and cyclone (d–f) at different stages (the black lines indicate the eddy edge defined by
±2 cm sea level anomaly contour, R denotes the eddy radius in initial state). The area bounded by the two dashed circles in a and d denotes the eddy‐front area. (g–h)
Temporal variations of (g) PRo and (h) Psdg in eddy central (dashed lines) and peripheral (solid lines) areas of the anticyclone (AE, red lines) and the cyclone (CE, blue
lines). (i–j) Temporal variations of the energy conversion terms (see Section 3.2 for details) averaged over the whole simulation domain of (i) the anticyclone and (j) the
cyclone.
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implying an enhancement in the growth rate of submesoscale processes in this period. After Day 14, the PRo starts
to increase (Figure 2g), indicating increasingly important roles of submesoscale processes within the model
domain. It can be seen from Figure 2g that both at eddy center and peripheries, submesoscale activities develop
more rapidly in the anticyclone than in cyclone during the early stage (Days 14–21). During Days 22–29, PRo
decreases in the central area while reaches a high‐value plateau at eddy peripheries of anticyclone, consistent with
the previous finding of an outward growing trend of submesoscale filaments for anticyclones (Figures 2a–2c). As
for the cyclone, strong submesoscale activities are found in the eddy central area during Days 22–37. The pe-
ripheral area of the cyclone is barely influenced by submesoscale processes except in Day 38 when PRo reaches its
largest value of ∼2%. This abrupt increase is due to the leaking of submesoscale filaments generated in the central
area of cyclone. The statistics of PRo suggest that submesoscales develop in the central and peripheral areas of
anticyclones during the early stage but quickly evolve to concentrate at their peripheries, while the submesoscales
mainly occur in the central area of cyclones.

The statistics of Psdg exhibit large values at anticyclone peripheries and the cyclone center (Figure 2h), also in
good accordance with previous findings. The initial and subsequently developed filaments around the anticyclone
lead to enhanced density gradients at its peripheries. By contrast, the density gradient at the center of anticyclone
remains rather weak over time, confirming our previous conjecture that the core area of the anticyclone is not
largely influenced by the evolution of submesoscales. As for the cyclone, since the submesoscale motions
significantly deform its core area, enhanced density gradients are found at the eddy center as expected (Figure S1
in Supporting Information S1) and weak density gradients are seen at its peripheries (Figure 2h). Such distinct
asymmetric distributions of submesoscales in the anticyclones and cyclones can be more clearly seen with the aid
of two supplementary simulations (Figure S4 in Supporting Information S1) which are designed to permit more
vigorous submesoscale motions compared to the simulations presented here (see details in Supporting
Information S1).

3.2. Energetic Diagnosis

Given the asymmetric distribution of submesoscale features shown above, we are interested in the instabilities and
energy transfers occurring in the anticyclones and cyclones, respectively. Following the practices of previous
diagnostic analyses (e.g., Gula et al., 2016; Thomas et al., 2013), we quantify the eddy‐mean energy transfers
based on three quantities. The conversion from eddy potential energy to eddy kinetic energy, indicative of
baroclinic instability, is calculated by the vertical buoyancy flux (VBF) VBF = w′b′; the conversion from mean
to eddy kinetic energy, indicative of barotropic instability, can be evaluated by the horizontal shear production

(HRS) HRS = − u′v′ ∂ub
∂y − u′u′ ∂ub

∂x or the vertical shear production (VRS) VRS = − u′w′ ∂ub
∂z , where u= (u,v,w) is

the velocity vector in (x,y,z) directions obtained from the 500 m resolution simulation, ub is the balanced velocity
obtained from the 4 km resolution simulation at the corresponding time, b is the buoyancy. The overbar denotes a
spatial average over the simulation domain, and the prime denotes perturbations defined by the difference be-
tween the simulation at 500 m resolution and the simulation at 4 km resolution (Brannigan, 2016). More spe-
cifically, when negative Ertel potential vorticity is primarily contributed by positive HRS, centrifugal or inertial
instability develops, and if it is mainly contributed by positive VRS, symmetric instability develops (Thomas
et al., 2013). The three conversion terms are spatially averaged over the simulation domain and their temporal
variations are examined (Figures 2i and 2j).

For the simulations presented here, large Rossby number (>0.5) only appears in the upper 74 m of anticyclone but
the upper 65 m of cyclone, indicating that submesoscale processes are mainly confined within the mixed layer.
Hence we perform the energetic diagnoses for the upper 100 m of the whole simulation domain for the simulation
period Days 21–40 when the submesoscale processes are vigorous. It is shown that VBF is positive in both the
anticyclone and cyclone (Figures 2i and 2j), implying that baroclinic instability arises in both eddies when
submesoscale processes are active. In both the anticyclone and cyclone, the magnitude of VRS is much smaller
than that of HRS. The near‐zero VRS suggests that symmetric instability does not occur in either anticyclone or
cyclone. Brannigan (2016) found evidence of symmetric instability occurring in a high‐resolution simulation of
an anticyclone, but unlike our simulations, simulations of Brannigan (2016) include zonal wind forcing which
might be effective in triggering symmetric instability. It should be noted that in cyclone HRS is positive during
Days 22–31 and turns to negative after that but in anticyclone it is always negative. The positive values of both
VBF and HRS (in the time that submesoscales reaches their peak) indicate that the cyclones are unstable to a
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mixture of barotropic and baroclinic instabilities which transfer the mechanical energy of the cyclones toward
smaller scales. By contrast, the downscale energy transfer within the anticyclones is mainly via baroclinic
instability while the horizontal shears tend to contribute upscale energy transfer (Figure 2i). The differing in-
stabilities developed in the anticyclones and cyclones are consistent with findings of previous studies (Brannigan
et al., 2017; de Marez et al., 2020; Wang et al., 2022).

4. Dynamical Interpretations
4.1. Theories

Following Bachman and Taylor (2014), we start from the primitive equations in a cylindrical coordinate system
x = (r,θ,z) on an f‐plane (with r,θ,z being radial, azimuthal and vertical directions), and combine the perturbation
equations into a single equation in terms of u′ (i.e., the perturbation flow in r direction; the prime would be
neglected hereinafter):

(
∂
∂t
)

2 ∂2u
∂z2

+ β(
∂
∂t
)

2

(
∂2u
∂r2

+
1
r0
∂u
∂r
) − M2 ∂2u

∂r∂z
+ N2(

∂2u
∂r2

+
1
r0
∂u
∂r
) − M2 ∂

∂z
(
∂u
∂r
+
u
r0
) + A(Z + f )

∂2u
∂z2

= 0

(3)

where β is the hydrostatic parameter (β = 0 for hydrostatic and β = 1 for non‐hydrostatic), M2 is the radial
buoyancy gradient (∂b∂r ), N

2 is the squared buoyancy frequency (∂b∂z ), A = 2Ω + f with Ω being angular velocity
at a reference radius r0, f is Coriolis parameter, Z is relative vorticity which equals to 2Ω in the cylindrical co-
ordinate. The detailed derivation of Equation 3 is provided in Supporting Information S1. The viscous term has
been neglected in Equation 3, but it is noted that the vertical viscous term acts against the growth of sub-
mesoscales both in cyclonic and anticyclonic eddies (see Supporting Information S1), which will not be examined
in this work. We seek solutions in the form of u = ûeikr+imz+σt with k and m being radial and vertical wave-
numbers, respectively. When β= 0, the expression of the submesoscale growth rate σ has the same form with that
in Brannigan et al. (2017). When β= 1 and terms with 1r0 are neglected, the expression of σwould be the same with

that in Buckingham et al. (2021). Now we set β = 1 and substitute u = ûeikr+imz+σt into Equation 3 and we can get
the following two equations:

(m2 + k2)σ2 = 2kmM2 − k2N2 − A(Z + f )m2 (4)

1
r0
kσ2i =

1
r0
mM2i −

1
r0
kN2i (5)

Both Equations 4 and 5 suggest that either strong lateral buoyancy gradient (M2) or weak stratification (N2) is
conducive to the development of submesoscale instabilities. Equation 4 can be rearranged as:

σ2 =
− ( km)

2N2 + 2
k
m
M2 − A(Z + f )

1 + ( km)
2

(6)

Equation 6 indicates a necessary condition for submesoscale instabilities to arise (e.g., Buckingham et al., 2021;
Hoskins, 1974), namely the discriminant of the numerator must be positive to allow for σ2 > 0:

4M4 − 4N2A(Z + f )> 0 (7)

We further substitute Z = 2Ω and rearrange Equation 7 as:

N2

M4 <
1

A(Z + f )
=

1
(Z + f )2

(8)

Geophysical Research Letters 10.1029/2023GL106853

SHI ET AL. 6 of 10

 19448007, 2024, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2023G

L
106853 by C

ochraneC
hina, W

iley O
nline L

ibrary on [27/01/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Assuming thermal wind balance, we have M2 = A ∂V
∂z ; similar to Thomas et al. (2013), we define the balanced

Richardson number as squared buoyancy frequency divided by the geostrophic shear (or the horizontal buoyancy
gradient), and then Equation 8 becomes:

RiB =
N2

(∂V∂z)
2 <

A
(Z + f )

= 1
(9)

More vigorous submesoscales are expected to be accompanied by lower RiB. Equation 8 indicates that with the
same buoyancy frequency and lateral buoyancy gradient, fronts are more unstable when their relative vorticity Z
takes the opposite sign of the Coriolis parameter f (i.e., anticyclonic fronts).

4.2. Impact of the Mesoscale Evolution on Submesoscale

We now investigate the evolution of submesoscale processes inside mesoscale eddies. Specifically, we aim to
answer two main questions: (a) where do submesoscale processes initiate? (b) Where does the most unstable
mode for submesoscales exist (i.e., where the growth rate σ is largest)? As mentioned above, the first question can
be answered by identifying regions with low values of RiB, that is, regions with weak stratification or strong
horizontal buoyancy gradients. The second question can be explored by inspecting Equation 6, which indicates
that σ depends on N2, M2 and A(Z + f ) of which the typical magnitudes are on the order of 10− 4, 10− 7, and
10− 8 s− 2, respectively. The daily changes of N2,M2 and A(Z+ f ) in our simulations are on the magnitude of 10− 6,
10− 8, and 10− 8 s− 2, respectively. Hence the most unstable mode of submesoscale growth rate σ is determined
primarily by the stratification N2 within eddies.

We first examine the lateral buoyancy gradients in both eddies. Although the initial temperature anomaly is the
same, the anticyclone would have larger vertical velocity shears than the cyclone according to the gradient wind
balance. The magnitude of RiB is thus lower in the anticyclone resulting in a larger range of submesoscale fil-
aments (see Figures 3a, 3b, 2a, and 2d). This implies that the anticyclone is expected to be more favorable to
submesoscale instabilities. Given the symmetric feature of eddy structures, it can be assumed that both horizontal
velocity and its vertical shear is near 0 at eddy center, which means that RiB is very large and Equation 9 is
probably not satisfied. We thus infer that the central area of eddies is free of submesoscale instabilities unless it is
influenced by submesoscale filaments leaking from nearby. Therefore, we find that submesoscale processes
initially occur at the eddy‐front area where horizontal buoyancy gradient is most prominent, and this answers the
first question.

Next we examine the stratification changes in both eddies trying to identify where the most unstable mode exists.
As the eddy evolution is a mesoscale process, we perform new simulations of the same idealized anticyclone and
cyclone but in a coarser 4‐km horizontal resolution, of which submesoscale processes are not resolved. Here we
denote mesoscale stratification from the 4‐km resolution simulation as N2m and submesoscale stratification from
the 500‐m resolution simulation as N2sm. The temporal change of mesoscale stratification (ΔN

2
m) is defined as the

difference of N2m between two temporal stages, whereas the temporal change of submesoscale stratification
(ΔN2sm) is defined as the difference of (N

2
sm − N2m) between two temporal stages. Note that submesoscale pro-

cesses are already vigorous after Day 14 (Figures 2b, 2e, 2g, and 2h), while we are interested in the period when
the submesoscale growth rate is highest, so we focus on stratification changes during Days 6–13 when sub-
mesoscale filaments are becoming increasingly active.

Since the mesoscale eddies are decaying during the entire simulation period, the elevated isopycnals at anti-
cyclone peripheries and the cyclone center would fall down, leading to the vertical stretching of isopycnals (i.e.,
decreasing stratification). This stratification change due to mesoscale evolution is confirmed by the negative ΔN2m
at anticyclone peripheries and the cyclone center, either based on a 7‐day interval (Day 13 minus Day 6; Fig-
ures 3g and 3h) or 1‐day interval (Day 9 minus Day 8; Figures 3i and 3j). These mesoscale (background)
stratification changes provide conducive conditions for the generation and evolution of submesoscales at the
corresponding areas of anticyclone and cyclone (Figures 2, 3a and 3b). The developed submesoscale activities
would then restratify the upper ocean, which is also confirmed by the positive ΔN2sm in the above areas (Fig-
ures 3c–3f). As mentioned above, enhanced submesoscale growth rate is primarily contributed by decreased
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stratification. We can answer the second question by summarizing the above findings: (a) mesoscale eddy
evolution causes a decrease in the background stratification at different areas for anticyclones and cyclones, (b)
decreased mesoscale stratification is conducive to the rapid development of the most unstable mode for sub-
mesoscales, and (c) the developed submesoscale processes induce restratification which in turn increases strat-
ification at submesoscale. Because of these rationales, we observe decreased mesoscale stratification but
increased submesoscale stratification at anticyclone peripheries and the cyclone center.

5. Summary and Discussion
Based on submesoscale‐resolving simulations of idealized mesoscale eddies, we observe profound asymmetries
of submesoscale features in the anticyclones and cyclones. Submesoscale filaments start to develop at regions
with the largest horizontal buoyancy gradientsM2 (i.e., eddy‐front area). Even though both eddies are prescribed
with the same initialM2, the anticyclone has a larger vertical shear of horizontal velocity according to the gradient
wind balance, and is thus more favorable for the growth of submesoscale processes. With the decaying of
mesoscale eddies, the background stratification N2 decreases in the central area of cyclones and peripheral area of
anticyclones, which is conducive for the growth of the most unstable mode of submesoscale instabilities. Hence
submesoscale activities are more active in the corresponding areas of the anticyclones and cyclones. The
developed submesoscales in turn increase N2 due to the restratification process. Moreover, as the most unstable
mode occurs at anticyclone peripheral and cyclone central areas, the submesoscale filaments initially developed at
eddy‐front area subsequently migrate to anticyclone peripheries and cyclone center under the mesoscale
advection effect. In other words, the filaments rotate outward in the anticyclones while inward in the cyclones,
exhibiting prominent asymmetric evolutionary characteristics for the submesoscale processes.

Figure 3. (a–b) Distributions of lateral buoyancy gradient (M2) in Day 8 of anticyclone (a) and cyclone (b) from the
submesoscale‐resolving simulations (500‐m horizontal resolution). (c–d) Changes of submesoscale buoyancy frequency
(ΔN2sm) at the mid‐depth of mixed layer (30–40 m) of anticyclone (c) and cyclone (d) between Day 6 and Day 13. (e–f)
Similar to (c–d) but for the changes between Day 8 and Day 9. (g–j) Similar to (c–f) but for mesoscale simulations with a 4‐km
horizontal resolution (ΔN2m).
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It is worthwhile to compare our findings and interpretations on the submesoscale asymmetries in mesoscale
eddies with previous studies. Since the work of Hoskins (1974), numerous studies have been using Ertel potential
vorticity as an important quantity to diagnose instabilities, such as symmetric, inertial or gravitational instabilities
(e.g., Thomas et al., 2013). These studies regard ocean flows with large anticyclonic vorticity as more vulnerable
to be unstable. Adopting ideas from the atmospheric science, recent studies take into account the impact of
curvature on the submesoscale instabilities (e.g., Brannigan et al., 2017; Buckingham et al., 2021; Shake-
speare, 2016). Combining these works with analyses shown in the present study, we find thatwith the same lateral
buoyancy gradient M2 and stratification N2, as ACE(ZCE + f ) > AAE(ZAE + f ), our Equation 8 indicates that
anticyclones are more vulnerable to submesoscale instabilities. This is consistent with most previous studies
(e.g., Brannigan et al., 2017; Shakespeare, 2016). Equation 9 indicates a necessary condition for submesoscale
instabilities in curved fronts: RiB = N2

(∂V /∂z)2
< A
Z + f = 1, which means that with the same vertical shear and

stratification N2, the vulnerability to submesoscale instabilities is the same for anticyclonic front and cyclonic
front. If the curvature effect is neglected, the condition would be reduced to the condition provided by Hos-
kins (1974): RiB = N2

(∂V /∂z)2 < f
Z + f .

As the initially developed submesoscale filaments in the cyclones subsequently rotate inward, this rotationally
converging evolutions eventually distort the cyclones' core structure radically (including the thermal structure and
flow field). Meanwhile, simulations presented here and those of Brannigan et al. (2017) both show that the HRS is
only positive when submesoscale processes are very vigorous in the cyclones (transferring the eddy's kinetic
energy to smaller scales). These two effects finally lead to the breakup of mesoscale cyclonic eddies. Conversely,
the diverging evolutions of submesoscale filaments in the anticyclones do not significantly change the anticy-
clones' core structure and also the HRS always fuels to them. We regard this as the reason why long‐lifespan
eddies tend to be anticyclonic over cyclonic in the real ocean as observed by satellite altimetry. An example
given in Supporting Information S1 (Figure S5) can be viewed as an evidence for the above interpretation.
Nevertheless, the reason why HRS takes the opposite sign for the anticyclones and cyclones when submesoscales
reach their peaks needs to be explored. Besides, as the simulations are run without additional forcing or a
background flow, we are actually examining the decaying stage of isolated eddies. In the real ocean, the external
forcing and background flow may also have a strong impact on the generation and evolution of submesoscale
instabilities in mesoscale eddies by changing the vertical shear and stratification, which deserve further explo-
ration in the next step.

Data Availability Statement
The data used to generate figures in this study are available in Shi (2023). The MITgcm model code is available
online (Campin et al., 2023).
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