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Abstract: A novel oceanic fluorescence lidar technique has been proposed and demonstrated
for remotely sensing the volume scattering function at 180° (8y), which can be used to further
retrieve the profiles of the absorption coefficient of phytoplankton (ay,) at 532 nm and chlorophyll
concentration (Chl). This scheme has these features. 1) The single-photon detection technology is
employed to enhance the detection sensitivity to the single-photon level, enabling the oceanic lidar
to obtain fluorescence backscatter profiles. 2) In terms of algorithms, the Raman backscattered
signals of the water are utilized to normalize the backscattered signals of chlorophyll fluorescence,
effectively minimizing the depth-dependent variation of the differential lidar attenuation coefficient
(AKi;ar). To reduce the contamination of fluorescence signals in the Raman backscatter signals,
a Raman filter with a bandwidth of 6 nm was chosen. Subsequently, a perturbation method is
utilized to invert the B of the fluorescence lidar. Finally, a,; and Chl profiles can be inverted

based on empirical models. 3) The value of AKZ.rdar used in inversion is obtained through a
semi-analytic Monte Carlo simulation. According to theoretical analysis, the maximum relative
error of Sy for Chl ranging from 0.01 mg/m? to 10 mg/m? is less than 13 %. To validate this
approach, a field experiment was conducted aboard the R/V Tan Kah Kee in the South China
Sea from September 4th to September Sth, 2022, resulting in continuous subsurface profiles
of B¢, app,, and Chl. These measurements confirm the robustness and reliability of the oceanic
single-photon fluorescence lidar system and the inversion algorithm.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Monitoring phytoplankton is vital for understanding their role in marine ecosystems, including
their contribution to primary production, nutrient cycling, and the response to environmental
changes. To monitor phytoplankton, various approaches have been developed, including
laboratory measurements, in-situ monitoring, and remote sensing techniques. While laboratory
measurements and in-situ monitoring can provide accurate results, they require significant human
labor and are constrained by limited sampling points and frequencies. In contrast, remote sensing
technology offers advantages in terms of spatial coverage and temporal resolution [1].

In the past few decades, the development of ocean color remote sensing technology has greatly
expanded our understanding of marine phytoplankton, encompassing global-scale spatiotemporal
characteristics, biomass, taxonomic composition, and productivity [2,3]. However, these
measurements are limited to clear sky, day-light, high sun elevation angles, and are exponentially
weighted toward the ocean surface [4]. The characteristics of lidar, including its three times greater
penetration depth compared to ocean color, continuous day and night observation capability, high
accuracy, and superior spatial and temporal resolution, make it a vital complement to passive
remote sensing technologies [5].
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Among them, laser-induced fluorescence lidar systems have been developed for oceanographic
research and monitoring, including the detection of oil spills and other pollutants [6,7], quan-
tification and characterization of phytoplankton and colored dissolved organic matter (CDOM)
[8,9], as well as the estimation of total suspended matter (TSM) concentrations in the sea surface
layer [9]. Furthermore, fluorescence lidar has been extensively tested in various environments,
including the open ocean, coastal zones, estuaries, and lagoons, using different platforms like
airborne, ship-mounted, and stationary systems [10]. However, it still has certain limitations. Due
to the significantly weaker intensity of fluorescence signals compared to elastic scattering signals,
existing oceanic lidar systems, despite using high-power lasers, can only obtain information from
the surface layer of the water [8,11-14].

Fortunately, the single-photon detection technology provides the possibility of acquiring
profiles of weak fluorescence backscattered signals, and it has already been applied in the fields
of atmospheric and oceanic lidar [15-20]. The high sensitivity of single-photon detection
technology enables long-range detection capabilities even with a low pulse energy laser and a
small-aperture telescope. This advantage facilitates the miniaturization and high integration of
lidar systems [18-20]. In this work, the single-photon detection technology is utilized to acquire
fluorescence profiling data from a fluorescence lidar. Although photon-counting technology
has been utilized for measuring fluorescence backscattered signals in water, this study employs
a fiber-coupled optical receiver instead of spatially coupled one [21]. The utilization of a
fiber-coupled configuration not only enhances system stability but also compresses the field
of view (FOV) of the receiver, thereby suppressing multiple scattering components within the
fluorescence backscattered signal, and ultimately benefiting the inversion process.

However, after obtaining the profiling data, it remains a challenge to retrieve the volume
scattering function at 180° (8y) of the fluorescence lidar. This challenge arises from the fact that
it faces an ill-posed mathematical problem, as it needs to infer two unknowns, namely, the lidar
attenuation coefficient (Kjiz.r) and Sy, from a single measurement. Numerous attempts have been
made to resolve this inherent ill-posed problem in the lidar equation. Initially, various algorithms
have been proposed without changing the mechanism of elastic backscatter lidar, including the
slope method [22], Klett method [23], Fernald method [24] and perturbation method [25], among
others. However, each method is based on a set of assumptions that may not be perfect, leading
to certain levels of inverse error. Furthermore, the approach of incorporating a molecular channel
or a Raman channel from water into the lidar system has been proposed, making the equation
solvable [20,26].

In this work, considering the relative ease of implementation and maintenance compared to
adding a molecular channel, it is decided to integrate a Raman channel alongside the fluorescence
channel. Subsequently, due to the significantly reduced variation of the differential lidar
attenuation coefficient (AKi.rdar) with depth, the perturbation method can be used to invert ¢ [25].
Ultimately, the absorption coefficient of phytoplankton (a,;,) at 532 nm and the concentration of
chlorophyll (Chl) profiles can be inverted based on empirical models.

The article is organized as follows. Firstly, the methodology is introduced, which includes
the derivation of formulas and the selection of Raman filter bandwidth. Next, an analysis is

conducted on the range and selection of the AKgdar, where the range is determined through a

Monte Carlo (MC) method, and the errors resulting from the selection of AK{;W in the inversion
process are analyzed. Subsequently, an error analysis of the proposed algorithm is conducted
using four different Chl vertical distributions. Finally, a field experiment is presented to validate
the robustness and feasibility of both the algorithm and the lidar system.
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2. Methodology

2.1. Derivation of formulas

The backscatter profile of the fluorescence lidar can be expressed as follows [27]:

By - 0r(2)
(n-H+ Z)Z

where Py represents the water fluorescence backscattered signal at a depth of z, given an emitted
laser wavelength (1;) of 532 nm and a fluorescence wavelength (Ay) of 685 nm; H represents
the height at which the lidar is positioned above the water surface, which, in this case, is 15
m; n represents the refractive index indicator of the water; By is a constant that includes lidar
parameters independent of depth, such as the output laser power, quantum efficiency of the
detector, and transmittance of the optical transceiver system; Qy(z) represents geometric overlap
factor; By represents the volume scattering function at 180° for chlorophyll fluorescence at a
wavelength of 685 nm; g(Ay, or) represents the transmittance function of a fluorescence filter,
which can be approximated as a Gaussian function with a center wavelength of Ay and a bandwidth

Pr(dp,07,2) = 'ﬂf(/lf,z)®g(/1f,0f)'exp{ J[KZZW(Y)*' l,da,(y)]dy} )

of oy; K, represents the lidar attenuation coefficient at 532 nm; K 1ar TEPresents the lidar
attenuation coefﬁc1ent at 685 nm.

Furthermore, the backscatter profile of the Raman channel from water can be expressed as
follows:

Br : Qr(z)
(n-H+2z2)*

where P, represents the backscattered water Raman signal at a depth of z when the emitted
laser wavelength (1) is 532 nm and the Raman wavelength (4,) is 650 nm; B, is a constant
that includes lidar parameters independent of depth, such as the output laser power, quantum
efficiency of the detector, and transmittance of the optical transceiver system; Q,(z) represents
geometric overlap factor of the Raman channel. Since the Raman channel and the fluorescence
channel share the same set of transceiver optical systems, Q,(z)=Qr(z); B; represents the volume
scattering function at 180° for a wavelength of 650 nm, encompassing the volume scattering
function at 180° of water Raman at 650 nm (3,), as well as the contribution of chlorophyll
fluorescence to the volume scattering function at 180° at that wavelength (8;), i.e., B; =8, + Br;
g(4,, o) represents the transmittance function of the Raman filter, which can be approximated

P.(Ar,00,2) = B4y, 2) ® g(Ar, 07) - exp {_ J‘ (K lldar(y) + Klldar(Y)]d)’; (2)

as a Gaussian function with a center wavelength of 1, and a bandwidth of o; K}, , . represents
the lidar attenuation coefficient at 650 nm.
According to an empirical model [28], the 5, can be expressed as follows:
Br(Ar) = br(AL, 4,) - fr(AL, Ar) - Br(7), 3)

where by represents the Raman scattering coefficient of water molecules when the emitted laser
wavelength (A7) is 532 nm and the received Raman wavelength (1,) is 650 nm; fz represents the
Raman wavelength distribution function; Bz(r) represents the Raman scattering phase function.

Firstly, by normalizing the fluorescence backscattered signal with the Raman backscattered
signal, the resulting S can be expressed as follows:

_ B0y BrlAr0)®g(Ar,07)
Sfr(/lf’ Ay, Z) = B0, B 0egor) exp { .[O l,da,()’) hdur(y)]dy}

_ B Br(4r2)®8(y.0p) fr
- B_r ' ,Bt(/lrsz)®g</lr,0'r) [ IO AKlzdar )dy]

, “

Jfro _pf r
where AI<lldar Klzdar Kltdar
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By normalizing, the variation of AKZdar with depth is significantly reduced, enabling the

utilization of a perturbation method for measuring the B, [25]. As aresult, Sg- can be decomposed
into two parts: the depth-dependent component and the depth-independent component:

By [Br(Ar,20) + B’ (Ar, 2)] ® g(Ar, o) y L
B TG B o so o0 | Kk 2= [ K, mia].

0
where B¢ (¢, zo), Br (As, 20), and AKg;ar respectively represent the components of fr, 3, and
AK" that do not vary with depth; 8¢(Ay, 2), B'(4, 2) and AK

lidar
of B¢, B; and AKZ.rdar that do vary with depth; zg is the depth of the first point of the measured
water signal.

When the depth-dependent term is ignored, the normalized signal S can be expressed as
follows:

Sfr(z) =

(z) represent the components

_ By Br(dr.20)®8(4s.07) )
Spo(dy. Ar2) = B Bt covestayon SPDKiig0,2)

(6)

St (Af,Ar,20) fr0
= o - exp(-AK),, 2)
exp[~AKj4q, 20

It is worth noting that after determining the ratio By /B, through experimental calibration, the
value of Br( Af, z0)®g(Ays, or) Bi( A, 20) ®E (A, 0,) can be expressed as follows:

Br(.20) ®8(Ap.07) _ Sp(Ay.Ar20) By
Bi(Ar,20) ® g( A, o) eXP[_AKi‘:;)ar - 20] Bf.

@)

According to the perturbation method [25], assuming AK%M =0, By can be expressed as
follows, based on Eq. (5) and Eq. (6):
_ Bi(4,9)®g(Ar,0v) i (A, Ar.2)
Br(dy,2) ® gy, 07) = HEESEET . Br(Ay,20) @ 8(dy, 07) - 55T ©
Si(Ap, A, Si(Ap, A, :
= B4, 2) ® g, 0y) - L B oL

exp[—AK]l‘[..r;M-zo] B_f Spro(Af,Ar.2)

Finally, by deconvolving g(A¢, o) from Eq. (8), the expression for ¢ can be obtained as
follows:

_ Sp(Ap, A, 20) B Sp(z)
= 7 F | B4 ) @ 84, r~f—~—/¢ A op)] b - 9
Br(z) { I/J’ (Ar,2) ® g(Ay, 07) CXP[—AKJZL?W'ZO] 5 [g(4r O'f)]} e ©)

where ¥ and 7! respectively represent the Fourier transform and the inverse Fourier transform.
Define the coefficient ﬁ;o(crr, 07,z) as

S /1 ’/1 7Z B
B4 ® gy ) - —2 A An) By

Bjolor, a7,2) = F~! {7—‘ / Fle(As, af)]} :

expl-AKjy,, 2ol Br
(10)
Then, the inversion result can be expressed as follows:
« S r(/lfa /lh Z)
Br(Ar,2) = Bo(07, 07, 2) - o (1)

Sio(Ar, A, 2)

Ignoring fluorescence caused by substances other than chlorophyll in water, the inversion of
apy and Chl can be further carried out using B¢. Firstly, By can be expressed as follows [29]:

AL 1
Ar,7) = AL, 2| —h () —, 12
Br(A,2) = app[ A1, 7] pn (f)47r (12)

where ay), is the chlorophyll fluorescence absorption coeflicient at an excitation wavelength of
532 nm; @, is the quantum yield of chlorophyll fluorescence, which is affected by factors such as
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light, nutrients and temperature; &, is the normalized emission wavelength function of chlorophyll
fluorescence, which can be expressed using a model [30]. By utilizing Eq. (12) and substituting
empirical values for ®. and the model for A, the expression for a,;, can be obtained as follows:

. 13)

A 1
apn(AL, 2) = Br(Ay, 2)/ [(Dc/l_jfhc(/lf)ﬂ

Once ayy, is obtained, the Chl profile can be obtained by utilizing an empirical model for Chl
[31]. Finally, the distribution of Chl can be obtained as follows:

In[a(Az.2)] — In(0.01 13)}

(14)

Chl(z) = exp { 0.871

To provide a clearer representation of the inversion process, the flowchart is illustrated in
Fig. 1.

Pi(As,0,,2)

Normalization of Raman Signals V(L' P(4,0,,z)
r 2 r?

§p(Ays2s2) = P (4y,0,,2) [F(4,,0,,2)

0
Perturbation method S 0 (/1_{’)“,‘ ,z) o exp(—AK i;(:fui‘ -z)

S, (2, 2,2)

. /1', = s‘ -2 - ’
By (41,2) = Bro(0,,0,.2) Spo(Ay>2,:2)

Empirical model 4{7

a,, (A7) = f[ﬂf(if’z):l

Empirical model Jr

Chl(z) = f[a,,(4,.2) ]

Fig. 1. Flowchart of the inversion process.

2.2. Selection the bandwidth of filters

From Eq. (11), it can be observed that in order to achieve accurate inversion of Sy, it is desirable
to minimize the variation of 8%y with depth. Firstly, according to Eq. (10), the bandwidth of the
fluorescence filter does not directly impact the value of 5*y. However, a larger bandwidth allows
for a stronger reception of fluorescent backscattered signals and results in a higher signal-to-noise
ratio (SNR) for detection. Therefore, employing a fluorescence filter with a larger bandwidth
is desirable. However, due to the utilization of highly sensitive single-photon detectors and
the presence of background noise interference, such as signal lights on the research vessel and
moonlight, the wider the bandwidth, the stronger the background noise. A wider bandwidth can
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also lead to interference from fluorescence signals induced by other substances, such as oil [32].
Therefore, a 10 nm bandwidth was selected in this study. When the background noise on the
platform is low and the fluorescence signals caused by other substances can be ignored, a larger
bandwidth for the fluorescence filter can be considered.

Furthermore, Eq. (10) indicates that 5*¢ is influenced by the bandwidth of the Raman filter.
Similar to the selection of the bandwidth for the fluorescence filter, a wider bandwidth for the
Raman filter leads to a stronger Raman signal and a higher SNR, which is advantageous for
detection. As shown in Fig. 2(a), a larger bandwidth results in a larger 8, (Where B;=0/(4,,2) ®
g(4,, 0+)) and a stronger return signal. Specifically, increasing the bandwidth from 6 nm to 10 nm
leads to a ~ 1.5-fold enhancement in the signal strength.

V‘é T T T T 300 T T T T T
Aoof @ - ) .
ls- ________ ",' -
@ - .
R L Bandwidth of e

g Lop--~ the Raman filter 4 2079 o I
= === 20 nm g <" == 20nm

b — 10nm L% i ’,"' — 10nm

n 1.2 —e 61nm 7] o == 6 nm

= 10%k - -
&

® 08 - L ]
—_~ S i
N" 3 b a“ ...........

~ | 1 I 1 0/ has =" . . .

S‘ 0 2 4 6 8 10 0/00 2 + 6 8 10
«Q Chl (mg/m®) Chl (mg/m®)

Fig. 2. (a) The variation of B/(1,,z) ® g(4,, o) with depth when the range of Chl from
0.01 mg/m3 to 10 mg/m3, (b) The variation of Effect with depth when the reference value is

Bi(Ar, z0) ® g(Ar, 0v).

However, a wider bandwidth increases the sensitivity of the Raman signal to changes in Chl,
resulting in the variation of B, in Eq. (10) with Chl. As illustrated in Fig. 2(a), it can be observed
that a narrower bandwidth of the Raman filter leads to less variation in 8, with Chl, which is
particularly crucial for detecting chlorophyll-stratified water.

To quantify the relative change in §,, caused by the variation in Chl, Effect, is defined as
follows
Bi(Ar,2) ® g(A;, o) — Bi(4r,z0) ® g(/lr, o)

Bi(Ar, 20) ® g(Ar, 07)

As shown in Fig. 2(b), when the Raman bandwidth is selected to be 6 nm, the range of Effect,
is changes by only 4.3% when the Chl changes from 0.01 mg/m? to 10 mg/m>. To strike a balance
with the aforementioned tradeoff, a bandwidth of 6 nm is selected for the Raman filter.

Due to the minimal variation in 8, with Chl, it is possible to assume that S, is approximately
equal to B,(1;,7) ® g(A,, o). Therefore, Eq. (10) can be rewritten as follows:

Effect, = % 100 %. (15)

Si(A¢, Ar,20) B,

Bjo(orap) = F ' {F B @ g(Ar, 07) - — i -
i { I exp(-AK[G, - 20) B

/T[g(ﬂf’ ff.f)]} - (16)

3. Variation range and determination of AK]'"

3.1.  Variation range of AK’; r0
idar

From Eq. (6), the inversion of 8 requires prior knowledge of the AKﬁw value. This value is
influenced not only by the hardware parameters of the lidar system but also by the inherent optical
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properties (IOPs) of the water, as well as the multiple scattering of laser light by particles in

water. To determine the variation range of AKZ?ar value, this study utilizes a MC simulation,

which is widely recognized as a crucial tool for simulating complex processes and has been
extensively employed in simulating the backscattered signal of oceanic lidars [33]. In this study,
a brief introduction to MC-based simulation of backscattered signals in fluorescence lidar is
provided without delving into specific details. For a more comprehensive understanding of the
simulation process, it is recommended to refer to a recent article [27].

The MC is used to simulate the random trajectories of photon propagation in a medium. The
step and direction of photon trajectories depend on the scattering and absorption properties of
the medium. Meanwhile, the MC method treats the photon as a typical particle and ignores its
wave properties. The propagation of laser in water is treated as the combination of many photon
trajectories. Laser energy attenuation is determined by three factors, namely the absorption of the
medium, the scattering probability, and the probability distribution of the steps. To enhance the
utilization efficiency of individual photons, a semi-analytic MC model is applied [27]. This model
allows for the calculation of the expected energy value and position recording of each photon
within the FOV of the telescope. The hardware parameters of the lidar used in the simulation
are based on the actual shipborne single-photon fluorescence lidar, as shown in Table 1. The
bio-optical models used in the simulation are presented in Table 2.

Table 1. Hardware parameters of the lidar system

Parameter Value

Radius of laser beam 2mm
Pulsed laser

Laser divergence angle 0.5 mrad

Diameter of telescope 22 mm
Coupler

FOV of the telescope 2.1 mrad
Scattering phase function Petzold phase function [34]

Number of photons 108
Other parameters

Sampling interval 100 mm

Table 2. The bio-optical models used in the MC simulation

Empirical relationships Applicable range of Chl References
ay() = a,(440) exp[—0.014(1 - 440)] 0.02-20 mg/® 551
a,(440) = 0.2[a,,(440) + 0.06A(440) - Ch1*53]

byy(2) = 0.0046(450/.2)*32 - [36]

br(d) = 2.6 x 1074(488/2)°7 - [37]

by(2) = 0.3ChI*%(550/2) 0.03-30 mg/m3 [38]

The absorption and scattering coefficients are modeled as follows:
a(A) = a,,(A) + 0.06A(2) - Ch1®® + ay(2), (17)

b(A) = byy(A) + bp(A), (18)

where a,, is the absorption coeflicient of pure seawater [38], A is the normalized spectral
absorption values of phytoplankton pigments, ay is the absorption coefficient of yellow substance,
by, is the scattering coefficient of pure water [36].

In the simulations, a widely used Petzold phase function was adopted [34]. With a sampling
length of 20 m and a sampling interval of 0.1 m, a total of 200 sampling points can be obtained.
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As shown in Fig. 3(a) and (c), the simulated fluorescence backscattering signal and the Raman
backscattering signal decays exponentially. To mitigate the effects of multiple scattering in the
lidar backscatter signal, a small-aperture telescope with a narrow FOV is used.

T < =
[== T T T =T T T T T — T T T
5 Fluorescence MC signal (a) 3oL " MC result (b |
[} L sty : .
E ) W=7 001 12 — Fitted result
:::) o . i 0:50 . OE o R?*=0.99
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T —F 1.2F .
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E. o - 0.6 ¢ =0.311(K}, ) +0.713K], +0.043]
S ) - 1 1 1 1
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_ on — - : : : d
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Fig. 3. (a) Simulate fluorescence backscattered signals (lines) and the percentage of multiple
scattering (PMS) in the signals (scatters) for Chl ranging from 0.01 to 10 mg/m? using the

Petzold phase function. (b) Relationships between K;Z,;r and ", where scatter represents
the results of MC simulations, and the solid line represents the fitted results. (c) and (d)

same as (a) and (b), but for Raman backscattered signals. (e) Vertical profile of Kl'lgar and
KZZW when Chl is 0.01 mg/m3. (f) The values of AKjlcl.rdar for varying Chl ranging from 0.01
to 10 mg/m?>.

As shown in Fig. 3(a) and Fig. 3(c), when the Chl is low, the percentage of multiple scattering
(PMS), which includes secondary scattering and higher-order scattering, is low. Consequently,
the lidar signal is predominantly governed by single scattering. Taking the example of a Chl of
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0.01 mg/m?, as shown in Fig. 3(e), the attenuation coefficient profile of the lidar exhibit relatively
stable within a 20 m range, despite increased variability with increasing depth due to lower SNR.

However, as the Chl increases, the PMS increases. Afterwards, KZZW and K l’;‘d’ar at different Chl is
obtained by selecting the original signal with a PMS less than 100% and using the slope method
[18]. The relationship between Kl'gar and ¢ for the Chl ranging from 0.01 to 10 mg/m? is shown

in Fig. 3(b), and the relationship between K7 ~and ¢™" is shown in Fig. 3(d). Subsequently, the

relationship between K;:'Zar and ¢, as well as KZ?d’m and ", for the fluorescence and Raman
channels, respectively, is fitted using a second-order polynomial. The fitting results are shown in
Fig. 3(b) and 3(d), with a high degree of correlation indicated by the R-Square (R?) value of 0.99
for both channels. The conclusion is consistent with the finding that Kj;4,, tends to closely align
with the beam attenuation coefficient (c) when the lidar backscattered signal is predominantly
governed by quasi-single scattering, whereas Kj;4,, is given by the diffuse attenuation coefficient
(K4) when the backscattered signal is primarily influenced by multi-scattering [30]. Ultimately,
the difference between KZZW and Kl';‘d’ar, referred to as AKgdar, is shown in Fig. 3(f) within the
range of Chl from 0.01 to 10 mg/m>. From Fig. 3(f), it can be observed that the values of AKlfl.rdW
range between 0.10 and 0.13.

3.2. Determination of the value of AKJ;’;LF

From Eq. (6), it is evident that the deviation of AK’;:?W results in errors in the calculation of Sp¢.
fr0
| Klidar'
By defining AKJZ;Lr used in the inversion process as AK;;.’;W, the inverted values of S and B
obtained based on this value can be expressed as S’ and 3y, respectively, as shown below:

Therefore, the next step is to first evaluate the errors introduced by the deviation in A

%
eXp(_AK{idar ) Z)

St o(p, Ar,2) = “Si(Ar, Ars 20)s (19)
# exp[—AKﬁar - 20]
’ S r(/l ” /1r7 Z) sk
Bi(,7) = A= By, ). (20)

S’frO(/lf, /lr’ Z)
The error introduced by the deviation in AKlfl.rdOar is defined as Error, which can be expressed
as follows: ,
B'¢(Af.2) = Br(4y. 2)

Br(Af,2)
From Eq. (19) to Eq. (20), Errory can get can be further expressed as:

x 100%. 1)

Error) =

« Sp(Ap,Ar,2) « S (Af,Ar,2)
ﬁf()(o-r’ O'f) (2 :8f0(0-r7 U'f) SpoC A7)

. St (Af,2r,2)

Bf()(a'r, O'f) : S0, 2r2)
, fr0 A0

_Spo(Ay, Ar,2) = S'po( Ay, Ay, 2) exp(—AKj,,,, - 2) — exp(-AK;

lidar Z)| % 100%
p al4 ¢
S’ 50(A, Ar, 2) exp(—AK{[da, -2)

Error) =

(22)

As calculated in the previous section, when the Chl varies from 0.01 mg/m? to 10 mg/m?,
the range of AK{:;W is from 0.1 to 0.13. Substituting this range of AK{l.rdar into Eq. (22), Error
at different depths can be obtained, as shown in Fig. 4 (a) to (d), the results are provided for
depths of 1 m, 5 m, 10 m, and 20 m, respectively. From these results, it can be observed that
the Error; increases with larger deviations of AKi:lar and deeper depths. However, within the

detection range of the lidar system used in this study (up to a depth of 10 m), when is set to
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AK{;"?‘;r 0.11, the error remains within 15%. Therefore, in the subsequent inversion process, the

value of AKZZ?W is set to 0.11.

<
Depth 1 m () Depth 5 m

(¢) Depth 10 m Depth 20 m

0.105 4
0.100 st

0.100 0.105 0.110 0.115 0.120 0.125 0.100 0.105 0.110 0.115 0.120 0.125
AKSY (m™h) Error, AKY ()

Fig. 4. Error| distribution for deviation of AKTO

tidar At depths of 1 m (a), 5 m (b), 10 m (c),
and 20 m (d).

4. Inversion error analysis

Next, the errors caused by the inversion algorithm will be systematically analyzed. It should be
noted that this analysis exclusively focuses on the errors originating from the inversion algorithm,
while excluding errors that arise from the SNR of the lidar backscatter signal. Four typical vertical
distribution models of Chl will be used for analysis, representing open-ocean, mid-latitude case 1
water, lakes, and water surrounding Europe [39—42]. The vertical distribution characteristics of
these four Chl profiles are presented in Table 3 and their respective vertical profile curves are
shown in Fig. 5.

Table 3. Vertical distribution model of Chl

Vertical distribution model References
Chl(z) = -0.03z + 0.4 [39]
Chl(z) = 0.01z + 0.1 [40]
_ —(z=2)°
Chi(z) = 9.5exp [2»(2/24355)2] +0.5 [41]
Chl(z) = 15exp[_(1;3)2] +95exp[L6)2] +0.5 [42]
) 2.(2/2.355)2 ) 2-(2/2.355)% )
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Fig. 5. Inversion errors under different vertical distributions of Chl. The sub-figures (a)-(d)
show different Chl vertical distribution: (a) linearly decreasing [39], (b) linearly increasing
[40], (c) bimodal with two Gaussian distribution [42], and (d) unimodal with a single
Gaussian distribution [41]. Each sub-figure comprises two panels: the top panel displays the
corresponding Chl vertical distribution, while the bottom panel shows the distribution of
Errorg and Errorcy.

To calculate the errors, the lidar backscattered signal is constructed based on the vertical
distribution of Chl. Firstly, based on the four vertical distribution models of Chl from Table 3,
the beam attenuation coefficients ¢ and ¢ are calculated using the bio-optical model from
Table 2, employing Eq. (17) and Eq. (18). Subsequently, the relationship between the combined
attenuation coefficient ¢ (¢ = ¢ + ¢/) and the lidar attenuation coefficient KZ.ZW is established

using MC simulation, as described in Section 3.1, resulting in the vertical profile of Kl':f;r.

Furthermore, § is calculated using the vertical distribution of Chl and Eq. (12) with the values

of @, of 0.06. Similarly, by applying the same methodology used to calculate KZ,ZW, the vertical

profile of K}/ ~can be obtained. The coefficient §; of the Raman channel can be obtained by

using Eq. (3) and Eq. (12). Given the reconstruction of KZ.ZW and By, as well as the reconstruction
of K7 ~and B, along with the assumptions of By and B;, and the knowledge of Qr(z) and O,(2),
Pr and P, can be reconstructed using Eq. (1) and Eq. (2).

Subsequently, the inversion method detailed in Section 2 is employed to invert 8y and Chl, with

the value of AKg{?M set to 0.11. Finally, the respective deviations from the true values, denoted
as Errorg (for B¢) and Errorcy (for Chl), can be calculated using the following equations:

Br(2) = B'(2)
Errorg = |————2—"| x 100%, (23)
By @)
_|Chl(z) - ChiE'(2)
Errorcn = ’Tt(z) x 100%, (24)

where, %'y and Chl#' are the true value of B and Chl in the models.
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It should be noted that the Errorcy; only considers the errors introduced due to the inaccuracy
of B, while other errors arising from the inversion model from Sy to Chl are not considered in
this calculation.

Based on the aforementioned analysis, the Errorg and Errorcy for the four different Chl
distributions are shown in Fig. 5. As depicted in Fig. 5(a) and Fig. 5(b), when Chl exhibits a
monotonic change with depth, whether it increases or decreases, the error increases with depth.
However, within a depth of 10 m, both Errorg and Errorcy remain below 13%. In the other two
scenarios, when Chl exhibits a layered distribution with depth, as shown in Fig. 5(c) and Fig. 5(d),
even when the Chl concentration range is 0.01 to 10 mg/m?, both Errorg and Errorcy remain
below 8%. In conclusion, these results confirm the robustness and reliability of the inversion
method.

5. Field experiment
5.1. Lidar system

As shown in Fig. 6, the single-photon fluorescence lidar system includes four subsystems: a
532 nm pulsed laser, a transceiver, an optical receiver, and a data acquisition system. The system
employs a compact fiber-based laser that utilizes a master oscillator power amplifier (MOPA)
architecture, incorporating a single-mode pulsed seed laser operating at 1064 nm. The seed
laser is amplified through a single-mode ytterbium-doped fiber amplifier (SM-YDFA) and a
high-power ytterbium-doped fiber amplifier (HP-YDFA). It then passes through a lithium borate
crystal (LBO) for second harmonic generation, achieving an average power output of up to 1.0 W
at a wavelength of 532 nm, with a beam divergence of 0.5 mrad. The output pulse width of the
laser is 3 ns, and it operates at a repetition frequency of 340 kHz.

To achieve a miniaturized and robust structure, a fiber-connected configuration is specifically
designed for the fluorescence lidar system. The backscattered signal from water is coupled into
a 105 pm multimode fiber (MMF) with a numerical aperture (NA) of 0.22. This coupling is
achieved through an achromatic collimator with a 50.8 mm focal length, resulting in a narrow
FOV of ~ 2.1 mrad. This narrow FOV not only provides significant suppression of noises but
also suppresses multi-scattering components in the backscattered signal. The distance between
the transmitted laser and the received collimator is ~15 mm.

The backscattered photons are first filtered by a 45° dichroic mirror (DM;) to remove the
elastic signal at 532 nm and transmit the signal in the 550-750 nm range. The transmitted signals
are then separated into the fluorescence channel and the Raman channel using DM3. The Raman
signal passes through DM3, while the fluorescence signal is reflected by DM3. The fluorescence
backscattered signal is further extracted using a 10 nm bandwidth filter (Filter;) centered at
685 nm, while the Raman backscattered signal is extracted using a 6 nm bandwidth filter (Filter,)
at 650 nm. Finally, the fluorescence channel achieves an isolation degree of 58 dB for the elastic
signal, with a transmission of ~65%. On the other hand, the Raman channel achieves an isolation
degree of 55 dB for the elastic signal, with a transmission of ~60%. Afterward, the fluorescence
signal and Raman signal are detected separately using single-photon avalanche diodes (SPADs).
Moreover, a self-developed two-channel time-to-digital converter (TDC) with a resolution of 500
ps is employed for the precise acquisition of timing information from the backscattered photons.
The electronic module employs a self-constructed function generator (FG) implemented on a
field programmable gate array (FPGA) to generate accurate control signals for the laser and TDC.
A summary of the system parameters is presented in Table 4.
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Fig. 6. (a) Optical layout of the single-photon fluorescence lidar, (b) interior photo of
the lidar system, (c) operational photo of the lidar on the R/V Tan Kah Kee. SM-YDFA:
Single-Mode Ytterbium-Doped Fiber Amplifier; HP-YDFA: High-Power Ytterbium-Doped
Fiber Amplifier; L: lens; LBO: lithium borate; DM: dichroic mirror; MMF: Multimode
fiber; SPAD: single-photon avalanche diode; TDC: time-to-digital converter; FG: function
generator; PC: personal computer.

Table 4. Key parameters of the fluorescence lidar system

Parameter Value

Wavelength 532 nm

Pulse duration 3ns
Pulsed laser

Average power 1w

Pulse repetition rate 340 KHz

. Focal length 50.8 mm

Collimator

Mode-field diameter of the MMF 105 ym

Detection efficiency at 650 nm 52%
SAPD Detection efficiency at 685 nm 48%

Dark count rate 100 Hz

5.2. Field experiment

To verify the stability of the single-photon fluorescence lidar system and the effectiveness of the
inversion algorithm, a field experiment was conducted aboard the R/V Tan Kah Kee in the South

China Sea from 20:38:04 PM on September 4th to 1:10:54 AM on September 5th, 2022.
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Fig. 7. Field experiment results. Raw data Py (a), Py (b), and inverted results By (¢), apy,
(d), Chl (e).

The lidar was installed on the deck of the research vessel, positioned ~ 15 m above the water
surface, and the laser beam penetrated the water at a near-zenith angle of 0 after being reflected
by a mirror located in front of the lidar. The fluorescence lidar collected data with a time
resolution of 1 s and a depth resolution of 7.5 cm. To improve the SNR, the time resolution was
adjusted to ~ 15 s, and the raw data of Py and P, are shown in Fig. 7(a) and 7(b) respectively.
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From the raw data spanning ~ 5 hours, it can be observed that, by employing of single-photon
detection technology, the detection depth of both fluorescence and Raman backscattered signals
exceeds 5 m but remains below 10 m. This variation in penetration depth is primarily a result of
the laser spot size on the water surface being ~ 10 mm, and the pitching and rolling of the vessel,
as well as interference from the air-sea interface, affecting the transmission of the laser through
the interface.

Moreover, there are certain fluctuations in the signal intensity of both channels, primarily
due to the instability in the output power of the laser. Nevertheless, the fluctuations are
practically eliminated when examining the inverted By values, as shown in Fig. 7(c). This can
be primarily attributed to the normalization of the fluorescence backscattered signal using the
Raman backscattered signal, effectively mitigating the influence of laser energy fluctuations.
Furthermore, the utilization of a shared transmitter-receiver setup for both channels, combined
with the normalization process, eliminates the need for geometric overlap factor correction in
the backscattered signal, leading to a significant simplification of the inversion process. This
is a crucial advantage of this methodology. During the §; inversion process, AKQZ?W was set
to 0.11, and the value of B,/B was obtained through calibration. The calibration was achieved
by attenuating a broadband continuous light source with a known spectral distribution to the
single-photon level and coupling it into the optical collimator of the fluorescence lidar system.
The ratio of the Raman and fluorescence channel detection signals was then measured to calibrate
B,/By. Furthermore, a,, and Chl were calculated using the Eq. (13) and Eq. (14) with the values
of @, of 0.01 [43]. As shown in Fig. 7(d) and Fig. 7(e), the results of a,, and Chl indicate that
in the surveyed ocean during the Tan Kah Kee cruise, the distribution of a,, and Chl remains
relatively stable near the surface. Furthermore, as the depth increases, both a,;, and Chl values
show a slight increase, particularly at depths of 8-10 m. From Fig. 7(e), it can be observed that
the surface Chl values are ~ 0.03 mg/m?, which is consistent with the findings of a previous study
in the South China Sea [44].

6. Conclusion

In this study, we proposed and demonstrated an algorithm for accurate inversion of the 37 of the
fluorescence lidar. Combining empirical models, profiles of a,;, and Chl could be obtained from
Br. To the best of our knowledge, this is the first breakthrough in the retrieval of a,;, and Chl
profiles using a fluorescence lidar. This has significant implications for accurately estimating
ocean primary productivity, conducting water quality surveys, and studying marine carbon cycles.

In terms of hardware design, by employing a single-photon detector, the detection sensitivity
of the fluorescence lidar was improved to the single-photon level. This enabled the detection of
fluorescence backscattering profiles of water using a low-pulse-energy laser and a small-aperture
telescope system. Additionally, the telescope was designed with a narrow FOV, which reduced
the multiple scattering components in the backscattered signal of the lidar.

Regarding the inversion of Sy, it is difficult to simultaneously obtain two parameters, namely
Br and the attenuation coefficient of lidar, from a single lidar measurement. To address this,
a water Raman channel was added to the receiving channel. By normalizing the fluorescence
backscattering signal with the water Raman backscattering signal, and considering that the 180°
backscattering coefficient of water Raman scattering is known, the variation of the difference
between the attenuation coefficient of lidar from fluorescence and Raman channels (AKjl;.rdar) and
its normalized value with depth was significantly reduced. This allowed for the accurate inversion
of B¢ based on a perturbation method. Furthermore, normalization also greatly mitigated the

influence of laser power fluctuations on the inversion. To determine the range of AKngar values
and the value to be used in the inversion, a widely used MC method was adopted. Through error
analysis, it was found that within a range of 10 m of water depth, even with a variation in Chl

from 0.01 to 10 mg/m?, the inversion error of B was within 13%. Finally, the proposed lidar
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system and inversion method were tested in a ~ 5-hour shipborne experiment aboard the R/V Tan
Kah Kee, validating the effectiveness of the proposed algorithm and demonstrating the feasibility
and efficacy of the fluorescence lidar in practical applications.

In future work, a comparison between the measurements of the fluorescence single-photon
lidar and in-situ methods will be conducted to further validate the effectiveness and robustness
of the inversion algorithm, which is currently lacking in this study. Additionally, to reduce
the influence of chlorophyll fluorescence on the water Raman backscattering signal, the use
of shorter wavelength lasers, such as blue lasers, will be considered as the transmitter. Once
the influence of chlorophyll fluorescence on the Raman backscattering signal is reduced, the
bandwidth of the Raman filters can be further increased to improve the SNR of the Raman
backscattering signal. Furthermore, due to the utilization of highly sensitive single-photon
detector and a wide bandwidth fluorescence filter, the current single-photon fluorescence lidar
is highly susceptible to environmental light. As a result, this lidar system can only operate
during nighttime. To enhance the capabilities of the lidar system, the lidar will be upgraded for
underwater operation, allowing it to integrate into an autonomous underwater vehicle (AUV)
platform. Due to the attenuation of solar radiation in water, the radiation noise reaching the
single-photon fluorescence lidar will be significantly reduced. Moreover, by utilizing the AUV
platform, the detection of biogeochemical parameters of water bodies from the surface to the deep
layers will be accomplished. In conclusion, we believe that this work has significant potential,
and the development of this technology will enable scientists to better study marine carbon
storage and cycling, facilitating a deeper understanding of the overall role of global carbon cycles
and marine ecosystems.
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