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Abstract

An approach to represent drying and wetting processes in a three-dimensional finite element sigma coordinate model is described.

This approach makes use of capillaries in dry areas, which can connect to the nearby wet areas. The time marching of the mass

conservation equation is modified by introducing a ‘‘size factor’’ coefficient and a water level diffusion term. Therefore, the fictitious

water level of the dry nodes can fluctuate with the adjacent wet nodes. This eliminates the artificial pressure gradient appearing in

some drying and wetting approaches in the partially wet (transition) elements. This approach results in a null momentum compu-

tation at the dry areas, which can guarantee numerical stability and satisfy the mass and momentum conservation. The approach has

been applied in a hypothetical case and a real case in Xiamen Estuary, China, with satisfactory results.

� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Most of the tidal flats in estuaries are wetland. Wet-
land plays a very important role in the ecosystem and

its productivity is maintained mainly by the periodic

drying and wetting processes. At the same time, salt

water and freshwater mixing is mostly a three-dimen-

sional (3D) phenomenon. So it is necessary for an estu-

ary numerical model to have a practical approach that

not only can simulate drying and wetting processes

accurately, but also can maintain stability to carry
long-term 3D studies. Reviews of several drying and

wetting approaches were made by Leclerc et al. [1], Ip

et al. [2], etc. The approaches to the drying and wetting

processes can be broadly classified to two categories: (1)

moving mesh approach and (2) fixed mesh approach.

The first approach is based on spatially deforming com-
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putational meshes. The nodes on the boundary are

front-tracking; thus the coordinates of the nodes vary

with time. This means that models equipped with this
approach include two parts of computations, the hydro-

dynamic computation and the computation for new

mesh generation. This approach is rather expensive be-

cause the mesh shall be re-generated with the moving

boundary in every time step. Although this moving

mesh is proved to be the most precise approach [3,4];

the application can not be extended to a domain with

complex boundary, e.g., an estuary with large tidal flats,
because the continuous mesh adjustment and re-genera-

tion are significant burdens to the model performance.

The fixed mesh technique can be divided into two

sub-categories as well. The first sub-category can be re-

ferred as the earlier approach suggested by Leendertse

[5] in his two-dimensional (2D) model using an alternat-

ing direction implicit (ADI) finite difference algorithm.

This type of approach ‘‘turns off/turns on’’ the model
elements when the water level drops below/above a
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Nomenclature

eH water depth considering the water volume in

capillaryeV water volume including the water in capillary

a coefficient controlling the decreasing rate of

the capillary width

B Width scale of the capillary

Bs the minimum width scale of the capillary

f Coriolis parameter

H actual water depth H = f + h

h water depth relative to the minimum water
level

P �
i baroclinic force with Boussinesq assumption

t time

u, v, x velocity components in the x, y, z directions

in r coordinate
Ui depth averaged velocity components

w vertical velocity in Cartesian coordinate

x1, x2, x3 spatial coordinates with r transformation

z0 elevation of capillary bottom

Zb bed elevation, which is equal to �h

Dt time step

ex, ey, ez eddy viscosity coefficients for water

f water level from the minimum water level
sb bottom shear stress

X area of the element

C boundary of the element
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threshold water depth, imposes a null value to the veloc-

ity components at dry elements, and sets the water level

to the bed elevation at the drying process. When it

comes to the wetting process the water level at the mov-

ing boundary is determined by extrapolating the water

level values at the neighboring wet elements (see Fig.

1a). In this type of approach, an artificial slope of the

free surface, which generates an extra artificial pressure
gradient term, will be formed in the dry area because the

water level is arbitrarily fixed at the bed elevation. Lecl-

erc et al. [1] used this approach in a finite element model

with the Newton–Raphson solver, and the elements

were classified to three types: the dry element, the par-

tially wet (transition) element and the wet element.

The treatment of the dry element and wet element was

similar to the idea proposed by Leendertse [5]. But for
the transition element, in order to eliminate the artificial

pressure gradient term, the pressure gradient force and

bottom shear stress were dropped out to form a ‘‘re-

duced’’ momentum equation. Cheng and Smith [6],

and Lin and Falconer [7] used a refined algorithm of this

type of approach in their 3D layer-integrated models

with fixed grids in the vertical direction. In the refined

algorithm, there are four steps to check the dry element
and three steps for wetting element checking. Although

this refined approach is robust, the strict diagnostic tests
Fig. 1. The hydraulic patterns for approaches: (a) the classical approach (m

slope of the free water surface); (c) the present approach (mass conservation
are necessary to treat different drying and wetting pat-

terns in the transition elements.

Another approach is based on modifying the hydro-

dynamic equations to include a cell or an element ‘‘size

factor’’ as a function of water depth, e.g., the ‘‘marsh

porosity method’’ [2]. In this approach, all the dry and

wet areas are computed by assuming that there is water

flow in the porous layer below the bed, and the water
level can fall below the assigned bed elevation (Fig. 1b).

The advantage of this approach is that there are no arti-

ficial pressure gradients in the dry elements and there is

no need to impose any assumed value on the water ele-

vation and velocity. However, the mass and momentum

are not conserved because there are artificial water flows

between the dry and wet areas. Some methods have been

proposed to reduce this fictitious transport, e.g., Flather
and Hubbert [8] and Ip et al. [2] modified the momen-

tum equation by adding a hydraulic conductivity in

the porous medium; Heniche et al. [9] increased the bot-

tom shear stress by assuming that Manning coefficient is

a function of negative water depth. The main purpose of

these methods is to restrain the velocity components, but

the mass and conservation can not be satisfied com-

pletely unless the velocity components are imposed as
zero, which unfortunately will once again lead to the

artificial pressure gradient problem.
ass conservation); (b) the marsh porosity approach (without artificial

, without artificial slope of the free water surface).
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The other problem in this approach is the velocity

oscillation when the water depth becomes too shallow.

To eliminate this problem, a kinematic approximation,

e.g., [2,10,11] was proposed, in which the long-wave

equation without the acceleration terms (including the

partial time difference and advection terms) was used
in shallow estuaries. Erturk et al. [12] shows the negative

influence of the kinematic approximation and the rela-

tive importance of the lack of local accelerations in a

simulation where a standing wave is present. This kind

of approximation reduces the model accuracy signifi-

cantly when the model domain includes areas which

are deeper than the tidal flats. McLaughlin et al. [13]

shows how local accelerations are added to a 2D model
to improve predictions in deeper sections of a well-

mixed estuary, while the kinematic approximation is still

used on shallow flats.

Most of the approaches mentioned above were devel-

oped for 2D models or 3D models with Cartesian/fixed

grids in the vertical direction [6,7]. For a 3D model with

a bottom following, vertical sigma coordinate system, a

highly stable approach for handing the drying and wet-
ting processes is difficult to develop because the grid size

may be too small in the vertical direction in the shallow

water region.

In this study, a capillary approach is adopted to pre-

cisely prescribe the ‘‘size factor’’. The approach was pro-

posed by Tao [14] for a wave model and extended to a

2D shallow water finite difference model by He and

Wang [15] and Tao et al. [16]. Li et al. [17,18] found
the capillarity effects offered a mechanism to simulate

high frequency water table fluctuations at beach faces.

The principle of this method is to assume capillaries in

the dry areas, and these capillaries connect to the nearby

wet areas. In this way the ‘‘fictitious’’ water elevations of

all the dry nodes can vary together with the wet nodes

and there is no need to ‘‘turn off’’ the dry nodes and

‘‘drop out’’ the artificial pressure gradient term in the
transition element. In fact, this approach can be classi-

fied in the marsh porosity category as shown in

Fig. 1b, nevertheless the capillary approach has a more

precise ‘‘size factor’’. Also in the present study, this ap-

proach is improved by imposing the velocity compo-

nents at the dry node as zero, and allowing the water

level to drop below the sea bed level with an additional

water level diffusion term (Fig. 1c). Through this way,
the advantages of the fixed mesh approaches (Fig. 1a

and b) can be preserved because both the mass and

momentum conservation can be strictly satisfied by

rejecting dry areas from the 3D computation, and the

artificial slope of the free water surface in transition ele-

ments can be avoided. Furthermore, there is not any

modification on the momentum equation, and the ap-

proach can be implemented easily in any model code.
This improved capillary approach has been imple-

mented in a 3D parallel model developed by Wai et al.
[19]. Summary of this model and the details of this

new drying and wetting approach are described in this

paper.
2. Hydrodynamic model

Since the flow in shallow water can be assumed iso-

thermal and the vertical acceleration is assumed to be

small compared to the gravitational acceleration, the
hydrostatic assumption is made for the governing equa-

tions of the fluid flow. With sigma (r) topographic fol-

lowing coordinate system used in the vertical direction,

the mass conservation and momentum equations are

expressed as

of
ot

þ oHuj
oxj

¼ 0 ð1Þ

dui
dt

þ fbijuj þ g
of
oxi

¼ o

oxj
ej
oui
oxj

� �
ð2Þ

where

uj ¼ fu; v;xg;

x ¼ 1

H
wþ ð1� x3Þui

oh
oxi

� x3
of
ot

þ ui
of
oxi

� �� �
;

ej ¼ ½ex; ey ; ezH�2�; xj ¼ ½x; y; ðzþ hÞH�1�;

H ¼ hþ f; bij ¼
0 �1 0

1 0 0

� �
;

i ¼ 1; 2; j ¼ 1; 2; 3

f is the water level from the minimum water level; h is

the water depth relative to the minimum water level; t

is time; x1, x2, x3 are the spatial coordinates with r
transformation; u, v, x are the velocity components in

the x, y and z directions in the r coordinate system,

respectively; w is the vertical velocity in the Cartesian

coordinate system; f is the Coriolis parameter; ex, ey,
ez, are the eddy viscosity coefficients for water. The Sma-

gorinsky formula [20] is adopted for estimating the hor-

izontal eddy viscosities ex, ey; and the vertical eddy

viscosity ez is calculated according to the 2.5 level turbu-
lent model proposed by Mellor and Yamada [21].

Note that in Eq. (2) the advection term is included in

the total time derivative term (the first term in the equa-

tion). The discretizaion of this equation is split into three

parts, i.e., the advection term, horizontal diffusion term

and vertical diffusion term. The numerical details are

discussed by Lu and Wai [22]. The first term, advection

term, is solved by an Eulerian–Lagrangian method. The
second term, horizontal diffusion term, is discretized by

an implicit Galerkin finite element method, forming a

linear system of sparse symmetric positive-definite coef-

ficient matrix which is solved by the pre-conditioned

conjugate-gradient iteration method. The last term, the

vertical diffusion term, is discretized by an implicit finite
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element method forming a linear system of triangular

coefficient matrix which is solved by the double sweep

method. The details about the equation system solver

and its parallelization can be referred to Wai et al.

[19]. In the model, both nine-node quadrilateral and

six-node triangular isoparametric elements can be used.
The same quadric (second-order) polynomial sharp

functions are selected for all the stated variables, such

as velocity components, water level, etc.

In this study, the mass conservation equation, Eq.

(1), is modified in order to take into account the drying

and wetting processes.
eH �
eV
1
¼

ð2Bs � B2
s Þðzb � z0Þ þ 2ð1�BsÞ2

a ½1� eaðz0�zbÞ� � ð1�BsÞ2
2a ½1� e2aðz0�zbÞ� þ f� zb; z0 < zb < f

ð2Bs � B2
s Þðf� z0Þ þ 2ð1�BsÞ2

a ½eaðf�zbÞ � eaðz0�zbÞ� � ð1�BsÞ2
2a ½e2aðf�zbÞ � e2aðz0�zbÞ�; z0 < f 6 zb

f� zb; zb 6 z0

8>><>>: ð6Þ

Fig. 2. The capillary pattern in (a) horizontal section (b) vertical

section (imposing the minimum water level as zero).
3. Drying and wetting approach

The principle of the capillary method adopted in this

study assumes there are huge quantities of capillaries in

the bed of dry areas. Fig. 2a and b shows the capillaries

in the horizontal and vertical sections. Imposing the pos-

sible minimum water level as zero, the bottom (lowest

level) of the capillary is z0 which is set slightly below
the minimum water level to guarantee that it is always

wet in the capillary, zb is the bed elevation. Setting the

distance between two capillaries to unit length, 1, the

width of the capillary, B, is expressed as

B ¼
1; z P zb
Bs þ ð1� BsÞeaðz�zbÞ; z0 < z < zb
0; z < z0

8><>: ð3Þ

where a is a coefficient that controls the rate of the

width reduction; Bs is the minimum width of the

capillary.

As mentioned, this approach can be classified in the
second fixed mesh category and the vertically integrated

mass conservation equation with a size factor, A, can be

written as

A
of
ot

þ o eHUi

oxi
¼ 0 ð4Þ

The size factor varies between 0 and 1, it is the area of

the capillaries in the horizontal directions, and the value

is given by A = 2B � B2; Ui = {U,V} is the depth aver-

aged velocity components; eH is the water depth which

takes into account the total volume of water above the

bed and inside the capillaries, and the value is the vol-

ume of water divided by the horizontal area (here, the
unit area = 1). The volume of water taking into account

the water inside the capillary, eV , is obtained by integrat-

ing the capillary area from the bottom to the water

surface.

eV ¼

R zb
z0
ð2B� B2Þdzþ f� zb; z0 < zb < fR f

z0
ð2B� B2Þdz; z0 < f 6 zb

f� zb; zb 6 z0

8><>: ð5Þ

Submitting Eq. (3) into the above equation and eH can

be calculated by eV divided by the unit area.
Although this approach is similar to the marsh poro-

sity method, the size factor and the water depth are

more precisely and smoothly prescribed. In addition,

there is no need to modify the momentum equation in

this approach. Note the corresponding equation pro-

vided by He and Wang [15] and Tao [16] is one-dimen-

sional formula. Here, Eq. (6) is extended to 2D formula.

As mentioned above this approach was used origi-
nally in finite difference method and there is a fictitious

velocity in the capillary in the dry and partially dry

(transition) elements to allow the elevation and other

parameters to vary with the neighboring wet elements.

Therefore, the shortcomings of this approach are (1)

the artificial water transport between the dry and wet

areas which may violate the conservation of mass and

momentum; (2) in a sensitivity test shown in the later
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section, the velocity in the dry area oscillates occasion-

ally causing instability problems, and a smaller time step

has to be used to overcome the overflow problem.

In this study, the mass and momentum conservation

and the model stability are maintained by using the fol-

lowing two strategies: (1) Excluding the dry elements
from the 3D momentum computation. This strategy

can be implemented by imposing all the velocities of

the dry nodes to zero or eliminating the rows of dry

nodes from the sparse coefficient matrix. (2) A further

modified 2D mass conservation equation is used on both

the dry and the wet areas to avoid the artificial slope of

the free water surface. This modification is described in

detail below.
Based on scale analysis of the momentum equation

[23], numerical simulation [24,2] and field observations

[25], it is indicated that the pressure gradient and the

bottom shear stress are the major physical forces in shal-

low water processes without stratification. Thus, for

shallow and well-mixed water conditions, a simplified

vertically integrated momentum equation without the

advection and diffusion terms can be expressed as

oUi

ot
þ g

of
oxi

þ sbi
H

¼ 0 ð7Þ

Here, sb is the bottom shear stress. The temporal finite

difference representations for Eqs. (4) and (7) are given,
respectively as follows:

A
fnþ1 � fn

Dt
þ o eH n

Unþ1
i

oxi
¼ 0 ð8Þ

Unþ1
i � Un

i

Dt
þ g

ofnþ1

oxi
þ sbi
Hn ¼ 0 ð9Þ

in which Dt is the time step. Eliminating Unþ1
i by comb-

ing Eqs. (8) and (9), the following equation can be

obtained:

A
fnþ1 � fn

Dt
þ oð eH n

Un
i Þ

oxi
� Dtg

o

oxi
eHn ofnþ1

oxi

� �
� Dt

osbi
oxi

¼ 0 ð10Þ

In this equation the water level, f, may be affected by

three terms: (1) the second term in Eq. (10) representing

the water current flowing in/out of the nodes; (2) the
third term, regarded as the water level diffusion term,

which will smooth the water level even when the velocity

is zero in the dry nodes; and (3) the last term, the bottom

shear stress gradient term, which will vanish in the dry

nodes. At a wet node, all the three terms will have influ-

ence on the water level. For the dry nodes in a transition

element the significance of the first and third terms will

reduce because the current becomes smaller compared
to the current in the wet elements. But when it comes

to the dry nodes in a dry element, only the water level dif-
fusion term will function. Fig. 1c reveals the water level

and the flow pattern of this new approach. This modifi-

cation of the mass equation is first proposed by Lu and

Wai [22], they found that it made the computation more

efficient when the mass conservation and momentum

equations are solved simultaneously. Based on a series
of sensitivity tests, it is found that a extremely small value

of eH (e.g., eH < 0.001 m) at the dry node will restrict the

function of the water level diffusion term, leading to an

unstable situation caused by the artificial slope of the free

water surface in the dry area. In this study, eH is con-

trolled to assure modeling stability as follows:eH ¼ maxð0.05 m; eH Þ ð11Þ
This control formula will not affect the computing accu-

racy as most of the water depth is larger than 0.05 m at

the wet area.

In summary, when applying the improved capillary

method in the finite element model, the computation is

carried out on two equations: the modified vertically

integrated mass conservation equation, Eq. (10), and

the original 3D momentum equation, Eq. (2). The de-
tails about the discretization of Eq. (10) are described

in the following section.
4. Implementation of the capillary approach

Eq. (10) makes use of a semi-implicit scheme because

the value of eH depends on the node status in the previ-
ous time step. Eq. (10) is discretized by a weak Galerkin

finite element method. Multiplying the equation with the

shape function and applying integration by parts to the

divergence terms, the following equation at each element

is obtained:Z
X
A
fnþ1 � fn

Dt
/j dX�

Z
X

eHn
Un

i

o/j

oxi
dX

þ
Γ

eHn
Un

i/j dCþ Dtg
Z
X

eHn ofnþ1

oxi

o/j

oxj
dX

� Dtg
Γ

eHn ofnþ1

on
/j dC� Dt

Z
X

osbi
oxi

/j dX ¼ 0 ð12Þ

Here, the subscript X and C indicate the area and

boundary of the element, respectively. Applying a qua-

dratic six-node triangular element shape function, /k,

to f and sbi , and /l to A and eH , and then combining

Eq. (12) all the elements in the horizontal layer lead to
a linear system:

Gfnþ1 ¼ Z ð13Þ
where

Gjk ¼ J jklAl þ Dt2gSjkl
eH l;

Zj ¼ J jklf
n
kAl þ DtEjk

eH k þ Dt2T i;jks
b
i;k
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J jkl ¼
Z
X
/j/k/l dX; T i;jk ¼

Z
X

o/k

oxi
/j dX;

Ejk ¼
Z
X
Un

i/k

o/j

oxi
dX�

Γ
Un

n/k/j dC
Fig. 3. Basin with variable slope: mesh and geometry.
Sjkl ¼
Z
X
/l

o/k

oxi

o/j

oxi
dX�

Γ
/l

o/k

on
/j dC;

j; k; l ¼ 1; . . . ;N

N is the number of nodes in a horizontal layer. Un is the

velocity normal to the boundary.

The resulting linear equation system, Eq. (13), which

includes a sparse non-symmetric positive-definite ma-

trix, G, is solved by the pre-conditioned biconjugate-gra-

dient iteration method and the details of this solver are
presented by Saad [26].

At the end of the computation of each time step, the

status of every node in the entire model domain will be

checked to decide whether the node is dry. and the

velocity in the dry node will be set to zero. Besides,

the water level eH of each node will be calculated accord-

ing to Eqs. (6) and (11). The scanning for flooding

nodes, which checks whether a dry node is flooded
and determines a water level for the new flooded node,

is not necessary because the water level of the dry nodes

in a transition element will be achieved automatically by

the last three terms of Eq. (10). Therefore, this approach

can be easily implemented in a model code.

For the parameters, i.e., a,Bs andZ0 which describe the

capillary properties, Z0 can be set slightly below the mini-

mum water level and Bs may be a small value such as 0.02
to prevent zero value at the capillary bottom. After a

vigorous sensitivity test process, it is found that the opti-

mal value for a is 29 which can minimize the volume of

water in the capillary for most of the wetting–drying con-

ditions. Taking the Xiamen Bay application for example,

when a is set to 29 the total water depth eH calculated by

Eq. (6) is larger than the actual water depthH (which does

not take into account the volume of water inside the cap-
illary) by 0.1 m at the wetted node in which the bed eleva-

tion Zb is above Z0 (see Fig. 2). This is an acceptable

discrepancy for large-scale estuary simulations.
5. Numerical verification

In order to demonstrate the movement of the water
front and to examine the stability of the present capil-

lary approach, a test case and a real application to Xia-

men Estuary are described below.

5.1. Basin with variable slope

This test case was used by Leclerc et al. [1] to qualita-

tively demonstrate the water front movement and to
show the capturing capability of their drying and
wetting approach. Heniche et al. [9] adopted the test

case to verify a porosity approach as well. Both of

approaches produced reasonable results. This test case

is taking place in a rectangular basin with a variable

slope and the water level is changing with the tidal cycles

(see Fig. 3). The basin is 500 m long and 25 m wide, and

is discretized with 35 elements in the x direction and 5

elements in the y direction. There are a total of 350
six-node triangular isoparametric elements. The slip

condition is set at the close boundary, i.e., at the two

side walls and the bottom, with the zero normal velocity.

For the open boundary upstream at the right side of the

basin, the following time varying tidal elevation is

imposed:

f ¼ 1.0þ 0.75 cosð2pt=3600Þ ð14Þ
This means that the tidal cycle has a period of 60 min

and an amplitude of 0.75 m. The initial condition for

the test case is

f ¼ 1.75 m; ui ¼ 0 ð15Þ
The time step (Dt) is 9 s, the parameters a, Z0 and Bs are

prescribed as 29, 0.2 m and 0.02, respectively. In order

to compare the present approach with the approaches

proposed by Leclerc et al. [1] and Heniche et al. [9],

the same Manning coefficient and horizontal eddy vis-

cosity coefficient are used which are 0.03 and 5 ·
10�2 m2/s, respectively. The Coriolis and baroclinic

forces are neglected in the test case.
Since the models of Leclerc et al. [1] and Heniche

et al. [9] are 2D models, the drying and wetting pre-

diction capability of the present approach is first de-

monstrated in a 2D simulation. Fig. 4 shows the

hydrodynamic patterns at different time in a tidal cycle

including 2D temporal-spatial movement of the water

front. During the water level fluctuations, the flow is

stagnant at the dry nodes (Ui = 0) and the water level
changes continuously with the surrounding wet nodes

according to the diffusion term in Eq. (10). At t =

12 min, there is a significant acceleration of flow near

the point x = 100 m where and the velocity is about

0.4 m/s, which is the same as the value at the open

boundary. This phenomenon has also been observed in

the tests of Leclerc et al. [1] and Heniche et al. [9]. The



Fig. 4. Results of 2D simulations using the present capillary approach; the delta and square symbols are the elevation and velocity results of Heniche

et al. [9], respectively.
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results of Heniche et al. [9] are plotted in Fig. 4. Heniche

et al. [9] attributed this phenomenon to the spurious

oscillations of the water surface level with the same
order of magnitude as the depth values. Fig. 4 shows

that the flow and water level patterns of Heniche et al.

[9] and the present capillary approaches are similar.
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The results of Heniche et al. [9] have smoother elevation

and velocity pattern near the water front than present

capillary approach and Leclerc et al. [1] approach. This

is because in the approach of Heniche et al. [9] the

advection term and water surface are stabilized by a iso-
tropic viscosity and a second-order diffusion operator,

respectively, especially in the region 100 m < x < 200 m.

The original capillary method has been tested also

with the same parameters. The result (see Fig. 5) reveals

that the velocity in the dry area has the same order of



Fig. 6. 3D results calculated by the present capillary approach.
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magnitude as in the wet area. This large velocity leads to

the artificial water transport between the dry and wet

areas, and the oscillating velocity near the water front
can decrease the modeling stability.
Fig. 6 shows the computed results of this new ap-

proach applied in the 3D finite element model. In this

case, the vertical eddy viscosity is fixed at 0.005 m2/s
and the time step is 9 s. The water body is divided into
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five layers, each horizontal layer has the same element

mesh as the above 2D simulation. At t = 12 min, there

are two velocity maxima around x = 100, both of them

are less than 0.3 m/s. The water level pattern is generally

the same as the one computed in the 2D model simula-

tion with higher velocity at the water surface and lower
velocity at water bottom. This implies that the present

improved capillary approach can be used in 3D simula-

tions with good modeling stability.

5.2. Application to Xiamen Estuary

Xiamen Estuary (see Fig. 7) is an important harbour

in China. In the southeast of the estuary, Xiamen Estu-
ary connects with Taiwan Strait through the two sea-

ward openings separated by Jinmen Island. The tides

enter through the two openings to three regions of Xia-

men Estuary, i.e., Jiulong River estuary, Western Seas

and Eastern Seas. The water depth is relatively shallow

in these three regions, and three channels connect these

regions with the open sea. The tide of Xiamen Estuary is
Fig. 7. The location and bathym
a typical semi-diurnal tide with a mean tidal range of

3.79 m and a maximum range of 6.24 m. In the west,

the Jiulong River discharges into Xiamen Estuary. The

total annual runoff volume is 1.5 · 1010 m3 which only

causes insignificant stratification under normal condi-

tions. The tidal current is the major driving force in Xia-
man Estuary. Because of the geomorphologic process,

large tidal flats appear and the drying and wetting pro-

cesses are important phenomena in this estuary. The

nodal bathymetry in the inner Xiamen Estuary (Western

sea and Jiulong Estuary) was interpolated from a navi-

gational chart of 1:5000 scale and for other places, a

1:100,000 navigational chart was used. The tidal flats

are indicated by the legend of ‘‘Depth < 0’’ in Fig. 7.
In this application, the model domain is discretized

by a total of 4634 six-node triangular elements and

10,444 nodes in each horizontal layer (Fig. 8). The ele-

ments are refined at Western Seas because almost all

the important cargo terminals are located there and it

has large tidal flats. The largest element size is

0.84 km2 and the minimum is 0.32 · 10�3 km2. There
etry of Xiamen Estuary.



Fig. 8. Model mesh for the real life cases: Xiamen Estuary with

domain partitioning for parallelization.

Fig. 9. The computed flow pattern at the sharp flood tide at (a) the surfac
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are 11 layers in the water column and each layer has the

same depth of 1/11th in the sigma coordination system.

The model domain is decomposed into eight sub-

domains, each of which has about the same number

of nodes to achieve a well balanced parallel computa-

tion. The Roman numbers in Fig. 8 indicate the number
of sub-domains. The horizontal eddy viscosity coeffi-

cient is calculated by the Smagorinsky formula [20],

and the vertical eddy viscosity coefficient is calculated

according to the 2.5-level turbulence model as men-

tioned previously.

The parallel computer used to run the present simula-

tion is a Beowulf distributed computer system. This sys-

tem consists of one master and 10 slave processors
e layer, and (b) bottom layer; the grey blocks indicate the dry areas.
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connected with a 100 MB/s switcher. The master proces-

sor has a 733 MHz Intel CPU, a 40 GB hard disk and

4 GB memory. Each slave processor has a 733 MHz

Intel CPU and 1 GB memory. All the initial information

and computed results are stored on the master. The

operation system is the Red Hat Linux 6.2, the Message
Passing Interface (MPI) is LAM/MPI 6.5.2 provided by

University of Notre Dame, and the complier is Lahey

FORTRAN 95 Pro 6.0.

For this real application, the capillary width reduc-

tion rate a, the capillary bottom Z0 and the minimum

scale width Bs are prescribed as 29, �1 m, and, 0.02,

which means a deeper capillary compared with the cap-

illary used in the previous test case. The initial condi-
tions are hydrostatic conditions (U = 0, f = constant).
Fig. 10. The computed flow pattern at low slack tide at (a) the surface
The close boundary is no-slip and impermeable

(U = 0). There are five open boundaries (Fig. 8), i.e., a,

b and c are outlets of Jiulong River, d and e are sea

boundaries. All the open boundary conditions are regu-

lated by tidal variations, which are calculated by com-

bining the four major tidal constituents M2, S2, N2

and K1. The button drag coefficient Cz is estimated by

Eq. (16):

Cz ¼ max
k2

½lnðH=Nz0Þ�
2
; 0.0025

" #
ð16Þ

where k is the von Karman constant and its value is 0.4;

N is the number of layers, Z0 is the roughness para-

meter, which is set to 0.01 values.
layer, and (b) bottom layer; the grey block indicates the dry area.
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On August 4, 1996, the Third Oceanography Institute

of China (Xiamen) conducted a marine survey on sev-

eral parameters, such as tidal elevation, velocity and sed-

iment concentration. The data at the two tidal stations

and the eight velocity stations are used to verify the

model results. The averaged relative error at the two tide
level stations is less than 4%, and the averaged relative

error calculated at all the eight velocity stations,

over a 28-h period, is about 16%. The details of the

verification of the parallel model can be found in Wai

et al. [19].

Fig. 9 shows the computed flow pattern at flood tide.

The tidal current is flowing into Eastern Seas and Wes-

tern Seas, and the surface current is faster than the cur-
rent near the bottom as expected. During this period

there are few dry areas because of the relatively higher

water level. But when it comes to the low slack tide,

water level drops and large tidal flats begin to show up

(Fig. 10). Comparing Figs. 7 and 10, it shows that the

tidal flats are reproduced reasonably in Eastern Seas

and Western Seas. However, it is also noticed that the

tidal flats near Jinmen and east of Ton�an are not simu-
lated properly because of lack of the nodal bathymetry

data. In these figures, the tidal flats or dry areas are

shown as grey blocks. It is noted that there are a number

of isolated ‘‘pools’’ of water appeared in tidal flats, also

dried areas (temporary ‘‘island’’) showing up in the wet

areas in Fig. 10. These phenomena are caused by the un-

even bathymetry in the estuary.

In the simulation, at the ebb tide the water in the
‘‘pool’’ will ‘‘penetrate’’ into the bed (the capillary)

and the ‘‘pool’’ area will become dry by the diffusion

term in Eq. (10). This area will be wetted again earlier

than the surrounding dry areas. This approach can

avoid the sharp flooding process when the rising water

meets the dried area with lower bed elevation. Since

the present approach can reproduce the isolated water

‘‘pool’’ and temporary ‘‘island’’ without stability prob-
lems, there is no need to smooth the bottom topogra-

phy. Furthermore, as seen in this application the

stability of the 3D finite element model has not been sac-

rificed by including the drying and wetting process cal-

culation. The time step used in this application is

200 s, which is the same as the one used by Wai et al.

[19] without the consideration of dying and wetting

processes.
6. Conclusion

An improved capillary approach is adopted in a 3D

sigma finite element model to predict the tidal hydrody-

namics in estuaries with large tidal flats. This approach

modifies the vertically integrated mass conservation

equation and maintains the original form of the momen-

tum equation. Thus, the mass conservation equation can
be implemented on both of the dry and wet areas, at the

same time the dry areas will be excluded from the 3D

momentum computation by imposing the water velocity

components to zero. Furthermore, the water elevation in

the dry area can drop below the sea bed level to avoid

artificial slopes caused by the free water surface in the
transition elements. So the advantages of this approach

are that (1) the momentum computation does not in-

clude the dry areas enabling the 3D model to stably

run on the domain of wet area; (2) both the mass and

momentum conservation in the wet and dry areas are

satisfied; (3) the program can be easily coded because

there is no need to check for the flooding nodes.

The test case and the Xiamen Estuary application
show that the model incorporated with the capillary ap-

proach can accurately simulate the drying and wetting

processes in the large tidal flats, and at the same time

provide stable 3D hydrodynamic information in the

deep regions. The capability to handle the isolated water

‘‘pool’’ in dry areas and temporary ‘‘island’’ in wet areas

suggested that tidal flats with discontinuous bathymetry

can be modeled by the present approach without any
pre-treatment, for example, smoothing the bed elevation

before the simulation.
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